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Abstract. One of the main issues in Web usage mining is the discovery of patterns
in the navigational behavior of Web users. Standard approaches, such as clustering
of users’ sessions and discovering association rules or frequent navigational paths,
do not generally allow to characterize or quantify the unobservable factors that lead
to common navigational patterns. Therefore, it is necessary to develop techniques
that can discover hidden and useful relationships among users as well as between
users and Web objects. Correspondence Analysis (CO-AN) is particularly useful in
this context, since it can uncover meaningful associations among users and pages.
We present a model-based cluster analysis for Web users sessions including a
novel visualization and interpretation approach which is based on CO-AN.

1 Introduction

The explosive growth of the Web and the increased number of users have led more and
more organizations to put their information on the Web and provide sophisticated Web-
based services such as distance education, on-line shopping etc. However, the continuous
growth in the size and use of the Internet is increasing the difficulties in managing the
information. Thus, an urgent need exists for developing new techniques in order to
improve the Web performance.

In this context, cluster analysis can be considered as one of the most important aspects
in the Web mining process for discovering meaningful groups (interesting distributions
or patterns over the considered data sets) as well as interpreting and visualizing the
key behaviors exhibited by the users in each cluster. The clustering problem is about
partitioning a given data set into clusters (groups) such that the data points in the same
cluster are more similar to each other than points in different clusters.

Here, we focus on clustering Web users based on their navigation behavior. Specifi-
cally, a Web user may visit a Web site from time to time and spend arbitrary amount of
time between consecutive visits. To deal with the unpredictable nature of Web browsing,
a new concept, session, was introduced as the unit of interaction between a user and aWeb
server. By clustering the users navigation sessions, the Web developer may understand
the browsing behavior of users better and may provide more suitable and customized
services to the users. In particular, the knowledge discovered from these sessions will
certainly contribute in the construction and maintenance of real-time intelligent Web
servers that are able to dynamically adapt their designs to satisfy the future users’ needs.
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Therefore, understanding how users navigate a Web site is an essential step for Web sites
developers to customize content (generating pages on a user’s previous activities) and
to consider creative caching and prefetching schemes to deliver content as quickly as
possible.

The main problem with clustering algorithms is that it is difficult to assess the qual-
ity of the clusters returned and interpret these results by extracting useful inferences
for the users’ navigation behavior. Therefore, in most applications the resulting cluster-
ing scheme needs some evaluation regarding its validity [10]. Evaluating and assess-
ing the results of a clustering algorithm is the main challenge of cluster validity. Up
to now, several clustering validation approaches have been proposed in the literature
[4, 8, 9, 10, 11].

The purpose of this paper is to present a comprehensive methodology including
clustering at users’ sessions, evaluation of clustering results and interpretation of the
results. All these steps use advanced statistical methods which help not only to evaluate
the clustering scheme but also to discover useful associations among clusters.

In [11], we introduced a probabilistic validation algorithm for model-based cluster-
ing, which is based on the χ2 statistic. Here, we further proceed into presenting a detailed
analysis for model-based clustering scheme1 on a busy Web server and propose an ef-
ficient interpretation and visualization technique in order to extract useful conclusions
for the underlying clusters. The main novelty in our work is that we find the equilibrium
distribution of Web users clusters, each considered as a Markov chain (which represents
the probability of a user to access a particular Web page in infinite number of clicks,
independently of its previous pages that he has visited) and then we apply on them
a correspondence analysis in order to further interpret the clustering results, uncover-
ing meaningful associations among users and Web pages. More specifically, the main
technical contributions of this work can be summarized as follows:

– We present a detailed framework for model-based cluster analysis for Web users
sessions, studying the equilibrium distribution of each cluster;

– We introduce a visualization method for interpreting the equilibrium distribution of
clusters based on correspondence analysis;

– The methods described were tested on a real data set collected from a busy Web
server (msn.com).

To the best of our knowledge, there are not previous research works dealing with the
interpretation and visualization of model-based clustering schemes using the concept of
correspondence analysis [7]. Existing works on model-based clustering largely concen-
trate on a specific model or application, without providing a visualization method. The
main reason is the high complexity which have these implementations [1]. A notable
exception is the work in [2] where an interesting visualization tool was presented.

The rest of the paper is organized as follows. In Section 2, we present in detail the
framework for model-based cluster analysis for grouping the Web users’ sessions. The
experimental results are given in Section 3. Finally, we conclude the paper and give
some remarks for future research.

1 Each cluster is represented by a probability model and the sessions are grouped according to
the order in which users request Web pages.
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2 The Clustering Procedure

The procedure for clustering Web users sessions is not a straightforward task but it
consists of 4 steps. The first step is the preprocessing of Web log files2 in order to mine
the Web users’ sessions. Then, we assign the sessions into the appropriate clusters. The
third step is to validate the clusters which have been created in the previous step. Finally,
the last step of the clustering procedure is to visualize and interpret the clusters. In the
next paragraphs, we present in detail the above procedure.

2.1 Web Data Preprocessing

Web log data are undergone a certain pre-processing, such as invalid data cleaning
and session identification. Data cleaning removes the records which do not include
useful information for the users’ navigation behavior, such as graphics, javascripts etc.
The remaining page requests are categorized into different categories. The process of
grouping the Web pages into categories is a usual practice, since it improves the data
management and in addition eliminates the complexity of the underlying problem (since
the number of page categories is smaller than the number of Web pages in a Web site)
[2, 11]. In particular, the individual pages are grouped into semantically similar groups
(as determined by the Web site administrator).

Moreover, we use heuristic methods to identify the Web access sessions, based on
IP and time-outs [3]. We consider that we have an ordered set of traces with respect to
the IPs. Therefore, a new session is created when a new IP address is encountered or if
the visiting page time does not exceed 30 minutes for the same IP address.

2.2 The Clustering Algorithm

The way that users navigate in a Web site depends on several factors such as user’s
interest, site structure etc. In this framework, we assume that a user arrives at the Web
site in a particular time and is assigned to one of the underlying clusters with some
probability. In the next paragraphs, we present the model-based approach which we
follow in order to cluster the Web users’ sessions:

– Representation of clusters: Each cluster consists of Web users’ sessions. To model
heterogeneity of them we use a mixture of first-order Markov chains, where each
cluster in a mixture represents a behavior described by a single Markov chain. Specif-
ically, Markov models can be viewed as stochastic generalizations of finite-state
automata, when both transitions between states and generation of output symbols
are governed by probability distributions. In our framework, a useful representation
of such a model is the transition matrix of size V×V (where V is the number of
categories which are denoted by A1, A2, ..., AV ) describing the probability that
a user will go to a certain page category given (s)he is viewing the current page
category and a vector of V initial probabilities describing how likely is that a user
will begin his/her navigation session in a given page category.

2 Web log files provide information about activities performed by a user from the moment the
user enters a Web site to the moment the same user leaves it.
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– Clustering users’ sessions: Each cluster has a data-generating model with different
estimate parameters for each one. Therefore, this model can be well defined, if only
we estimate the parameters of each model component, the probability distribution
used to assign users to the various clusters and the number of components. We cluster
users’ sessions by learning a mixture of first-order Markov models using the EM
algorithm. The EM algorithm originates from [5] and in [2] a method for employing
on EM on users’ sessions is proposed. It alternates two steps:

• The expectation E-step: Given a set of parameter estimates the E-step calcu-
lates the conditional expectation of the complete-data log likelihood given the
observed data and the parameter estimates.

• The maximization M-step: Given a complete-data log likelihood, the M-step
finds the parameter estimates to maximize the complete-data log likelihood from
the E-step.

The two steps are iterated until convergence (i.e. a local optimal solution is reached).
Concerning the complexity of the EM algorithm, it depends on the complexity of
the E and M steps at each iteration. For example, in our case (Markov mixtures) the
complexity is linear in the sum of the lengths of all sessions. Note, that for more
complex mixture models the complexity can be higher.

– Number of clusters: The number of clusters may be determined by using several
probabilistic criteria, such as BIC (Bayesian Information Criterion), bayesian ap-
proximations, or bootstrap methods [1, 6]. Formally, we assume that there are K
clusters C1, C2, ..., CK and each of them is generated from its own probability dis-
tribution. Once the model is specified, we use the EM algorithm and probabilistic
out-of-sample evaluation to determine the best number of clusters. A model is fitted
on a subsample of sessions (the so-called training data set) and then scored on the
remaining data (the so-called testing data set). Thus, we get an objective measure
of how well each model fits the data. The model with the minimum out-of-sample
predictive log score is selected.

2.3 Cluster Validation

An important issue in cluster analysis is the evaluation of clustering results to find
the partitioning that best fits the underlying data. Towards this direction, we propose an
efficient validation technique for model-based clustering approaches, where each cluster
is represented by an ergodic Markov chain. By the term "ergodic", we mean a Markov
chain that has the following two properties: 1) each node can reach any other node (all
states intercommunicate), and 2) the chain is not periodic (all states have period one).

In order to validate the clustering scheme, we consider the equilibrium distribution of
each cluster produced by the algorithm. These distributions represent the probabilities
of a user to access each state in infinite number of states independently of its initial
state. Then, the validation is performed by testing the homogeneity of the equilibrium
distribution by the χ2 test. More specifically, χ2 testing is used to test the homogeneity
among multiple clusters with probabilistic distributions by constructing a contingency
table. This statistic is used to assess evidence that two or more distributions are dis-
similar. Considering that in model-based approach the clusters represent a probabilistic
distribution, we can directly apply the test of homogeneity by fitting the state frequen-
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Table 1. A Contingency Table for Chi-square Testing

cies in the cluster into the contingency table, which rejects the fact that our modeling
simplifies the testing.

In our framework, the states represent the page categories. Table 1 is the contingency
table for testing. A contingency table test (or test of independence) is one that tests
the hypothesis that the data are cross-classified in independent ways. In particular, Oij

stands for the frequency of Aj state in cluster Ci. Oij is computed by multiplying the
relative frequency of Aj state with the number of sessions that belong to cluster Ci. Xi

is the sum of all the Oij in i-th column and Yj is the sum of all the Oij in j-th raw. In
this framework, we want to test the following hypothesis (for all the states and clusters
of the underlying model):

Null Hypothesis (Ho): The distributions of the states in each cluster are all the same.
Testing: The following equation computes the χ2 statistic:

χ2(C1, C2, ..., CK)=
∑K

i=1
∑V

j=1
(Oij−Yi× Xj

S )2

Yi× Xj
S

A large value of the χ2 criterion shows that the equilibrium distributions for each
cluster are significantly different, which in turn is an indication of the heterogeneity
among clusters. Therefore, we should know a critical χ2 value that is the boundary of
the area of hypothesis’ s rejection in a contingency table test. In order to find this critical
value, we should define the level of significance (α) and the degrees of freedom (df). In
statistics, it is known that a χ2 has asymptotically a χ2 distribution with (K-1)×(V-1)
df. Therefore, if the value of χ2 distribution is greater than a critical value, such as
χ2

(K−1)×(V −1);α, we can reject the Ho at the α level of significance. Otherwise, there is
no much evidence to reject Ho.

2.4 Cluster Interpretation and Visualization

Interpreting the navigation behaviors exhibited by the Web users in each cluster is im-
portant for a number of tasks, such as managing the Web site, identifying malicious
visitors, and targeted advertising. It also helps to understand the navigation patterns of
different user groups and therefore helps in organizing the Web site to better suit the
users’ needs. Furthermore, interpreting the results of clusters contributes to identify and
provide customized services and recommendations to Web users.
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Here, we introduce a model-based clustering interpretation approach by analyzing
the contingency tables, that have been occurred in validation process, as described in the
previous Section. In particular, an analysis of these tables includes examining row and
column discrete variables and testing for independence via the χ2 statistic. However, the
number of variables can be quite large, and the χ2 test does not reveal the dependence
structure. Thus, in order to analyze the clusters in a more efficient way, we propose to
use the correspondence analysis method.

Correspondence analysis (CO-AN) is a standard multi-variate statistical analysis
method aiming to analyze and visualize simple two-way and multi-way contingency
tables containing some measure of correspondence between the rows and columns. Thus,
one of the goals of CO-AN is to describe the relationships between the categories for
each variable, as well as the relationship between the variables. In this context, CO-AN
can be used in order to interpret and visualize the Web users’ navigation behaviors.

The rows and the columns of the contingency table as described in Table 1 represent
distributions of the categorical variables. In order to measure their similarity and depict
them geometrically, CO-AN uses a distance based on the χ2 statistic. The object of CO-
AN is to explain the total variation in the underlying correspondence table. In essence,
the correspondence map, that is occurred by this analysis, is a graphical tool which
helps the researcher easily to notice relationships within this table. When interpreting
a correspondence map it is often helpful to refer back to the original correspondence
table. Therefore, CO-AN can be proved a very useful tool for Web site developers since
it could be used to graphically provide a meaningful interpretation of clusters as well as,
the relationship among users’ navigation behaviors. For instance, they might find which
Web page categories are associated with each others, with respect to users’ sessions.
Then, the Web developer may arrange the structure of the Web site so that these pages
are interlinked together.

CO-AN may also have several applications in commercial Web sites [1]. CO-AN of
Web users sessions through e-commerce Web sites can provide valuable insights into
customer behavior and provide clues about whether improvements in site design might
be useful. Moreover, CO-AN method may be used to recommend new products to Web
site visitors, based on their browsing behavior. It may also be used to understand what
factors influence the way customers make purchases on a Web site.

3 Experimental Evaluation

3.1 Data Set

The methods described were tested on a real data set. In particular, the data set comes
from Internet Information Server (IIS) logs for msnbc.com and news-related portions of
msn.com3.

In our experiments, there are 17 categories, which are presented in detail in Figure
2. Each category includes a number of URLs and the data set consists of approximately
6,000 users’sessions, with an average of 5,7 page views per session. The number of URLs
per category ranges from 10 to 5000. Then, we select some of the sessions as (80% of

3 Msnbc.com anonymous web data: http://kdd.ics.uci.edu/databases/msnbc/msnbc.html.



Model-Based Cluster Analysis for Web Users Sessions 225

the total data) training data set and the rest as testing data set in order to determine the
number of clusters.

3.2 Cluster Analysis: Validation and Interpretation

The first task is to define an optimal value for the number of clusters. As we mentioned
in the previous Section, we choose the number of clusters minimizing the out-of-sample
predictive score. We tested several out-of-sample log-likelihoods for varying number of
clusters and found that the minimum value is achieved for the choice of 9 clusters. Then,
we cluster the users’ navigation sessions as described in Section 3. Based on our data
set, the result is χ2= 7040,3 with 128 df. Considering that the χ2

128;0,005=127.81, we
conclude that the resulted clusters are an effective choice.

Fig. 1. Correspondence Analysis of Web Page Categories

Once the clustering algorithm has been described, it is now time to obtain some
graphs and interpret their behavior. In this context, Figure 1a illustrates which clusters
have common characteristics with each other. As can be seen by this Figure, each cluster
is represented by a point. Thus, we observe that the users identified as belonging to
clusters 2 and 8 have some common characteristics (i.e. their distances are sufficiently
small) while the users belonging to clusters 4 and 5 seem to be different (i.e. the points
representing these clusters are isolated).

CO-AN can also be used to graphically display the relationship among Web page
categories. As we described above, Web requests are not recorded at the finest level of
detail (at the level of URL) but they are rather recorded at the level of page category (as
determined by the Web site administrator). Figure 1b illustrates the associations between
Web page categories that have occurred using CO-AN. From this Figure, we observe
that Web users who visit Web pages about "weather" they do not visit Web pages about
"opinion" (the points representing these categories are isolated). In this framework, we
also find that the Web pages about "bulletin board service (bbs)" are usually directly
associated with Web pages about "travel".

Therefore, a deep knowledge for the inside of each cluster can draw useful and mean-
ingful inferences for the users’ navigation behavior. More specifically, Figure 2 depicts



226 G. Pallis, L. Angelis, and A. Vakali

Fig. 2. The Percentage Frequency of Web Page Categories for each Cluster

the percentage frequency of requested Web page categories that have been observed for
each cluster. For instance, in cluster 3, the majority of the requested Web page categories
belongs to "local". On the other hand, the users in cluster 5 show high interest only for
the categories which refer about "opinion" and "business". Furthermore, Figure 2 de-
picts that the users in clusters 2 and 8 have quite similar navigation behavior, since they
usually visit Web pages about "on-air" and "miscellaneous".

4 Conclusions-Future Work

This paper presents a framework for model-based cluster analysis for Web users sessions.
Taking into consideration that the Markov models may provide valuable information for
users’ navigation behavior which is often hidden, it is necessary to develop techniques
that can discover hidden meaningful relationships among users as well as between users
and Web objects. Towards this direction, statistical analysis helps to explore this hidden
information in order to enhance the Web performance. Therefore, CO-AN is particularly
useful in this context, since it can uncover semantic associations among users and pages.

For the future, we plan to apply the whole methodology described here in a Web log
file in order to further analyze and interpret the results. Another goal is to develop an
automatic mechanism in order to deliver the appropriate content to the interested users
in a timely, scalable, and cost-effective manner.
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