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Abstract

Under social tagging systems, a typical Web 2.0 appli-
cation, users label digital data sources by using freely cho-
sen textual descriptions (tags). Poor retrieval in the afore-
mentioned systems remains a major problem mostly due to
questionable tag validity and tag ambiguity. Earlier cluster-
ing techniques have shown limited improvements, since they
were based mostly on tag co-occurrences. In this paper,
a co-clustering approach is employed, that exploits joint
groups of related tags and social data sources, in which
both social and semantic aspects of tags are considered
simultaneously. Experimental results demonstrate the effi-
ciency and the beneficial outcome of the proposed approach
in correlating relevant tags and resources.

1 Introduction

Social Tagging Systems is a typical, popular and promis-
ing Web 2.0 application [13], where users label digital data
sources by using freely chosen textual descriptions (tags).
The resources along with its accompanying metadata (tags)
are available to the entire web community. This user-driven
approach of information creation and organization is known
as folksonomy, a term coined by Th. Vander Wal, to ex-
press the resultant categorization scheme, along with its
collective nature [17]. As highlighted in [2], [8], folk-
sonomies have structure and dynamics similar to those of
a complex system, i.e. knowledge is built incrementally
in an evolutionary and decentralized manner, yielding sta-
ble and knowledge-rich patterns, namely Emergent Seman-
tics ([16]). Unlike earlier static knowledge representation
structures, folksonomies are dynamic and have a notewor-
thy ability in capturing the community’ s point of view of
the specific data sources and the general trends, at a given
time. Additionally, they capture social relations between the
community members. Therefore, they constitute promising
data structures for knowledge mining.

Hence, a nontrivial group of knowledge research com-
munity has focused on the exploitation of social data (i.e.
folksonomies), achieving limited success, yet. This short-
fall of knowledge extraction from social tagging systems
originates mostly from the questionable tag validity, to-
gether with the flat structure (lack of hierarchical or other
relations) these systems have, which results in tag redun-
dancies and ambiguities [6].

Clustering is often introduced in the bibliography of so-
cial tagging systems as an approach to overcome their in-
trinsic limitations, mentioned above, and derive knowledge
regarding their content or their users. The idea is: divide the
resources into semantically related clusters (i.e. meaningful
groups of resources) and exploit the shared understanding
about tags and resources fostered in each cluster. The divi-
sion is performed according to some metric of similarity and
each extracted cluster would ideally correspond to a specific
topic. The expected benefit of the whole process is that the
collective activity of tagging will isolate erroneous tags and
illustrate the dominant tags in each cluster, expressing, thus,
the community’s point of view around the corresponding
topic.

More specifically, in [1] the authors demonstrate that
clustering enhances user experience in a social tagging sys-
tem. Additionally, in the Flickr1 photo-sharing system, the
use of Flickr clusters handles quite well the tag ambiguity
issue, as the implementation achieves to separate different
senses of ambiguous tags in different clusters and fascinates
the user exploration inside the system. Other efforts focus
on the combination of social and semantic web, so as the
ontologies could be dynamic and based on a social ground.
These methods utilize clustering, in order to identify tag
patterns inside folksonomies and exploit them in ontology
extraction or enrichment [14], [12], [15], [18], [20]. All ear-
lier efforts implement clustering based solely on statistical
analysis of tag co-occurence. They do not consider at all the
semantic aspects of tags, which may cause semantically-

1Flickr photo-sharing system: http://www.flickr.com
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related (e.g. synonyms) tags to be separated in different
clusters, because people have not used them together in their
annotations. This limitation may lead to the decomposition
of a meaningful group into many smaller ones and, thus, the
loss of the real relations between tags.

In order for the clustering to be effective and yield pure
clusters, an appropriate metric of similarity between the re-
sources needs to be employed. Here, we apply a metric
that defines resources’ similarity in proportion with their
corresponding tags’ similarity combining jointly social and
semantic aspects of resources accompanying tags, so as to
calculate their distance. Tag co-occurrence (i.e. social as-
pects of tags) is commonly employed as a similarity metric
between social data, as described above. Indeed, the fact
that a lot of people tend to use some tags together indicates
that there is a relation between them. However, applying
solely this metric often yields meaningless clusters, which
cannot be interpreted and mapped to a particular topic. To
this end, semantic knowledge about the tags is also taken
into account in their distance estimation.

In this paper, a co-clustering method is utilized that em-
ploys the above similarity metric and yields a series of clus-
ters, each of which contains a set of resources together with
a set of tags. Co-clustering is proposed as a more suit-
able approach, which has been used in grouping together
elements from different datasets [4], [3]. In our case, co-
clustering will be used to relate tags and social data sources.

The proposed method has a number of potential applica-
tions. Two are quoted indicatively:

• Ontology enrichment using extracted concepts or re-
lations out of folksonomies. The emergent ontologies
will encompass the users’ point of view under a certain
domain, be open to new trends and embed complex
system characteristics

• Training of multimedia processing algorithms (in case
of multimedia social data). This process requires ex-
tended effort on manually annotating multimedia re-
sources, which can be avoided by exploiting the anno-
tations performed in each folksonomy cluster.

The remainder of the paper is structured as follows. Sec-
tion 2 describes the basic notation used and defines our
problem formulation, while Section 3 analyzes the em-
ployed similarity measures and the proposed co-clustering
approach. Section 4 provides our experimentation. The
conclusions are presented in Section 5.

2 Problem Formulation

A Social Tagging System, STS, is a web-based applica-
tion, where users assign tags (i.e. arbitrary textual descrip-
tions) to digital resources. The digital resources are either

uploaded by users or, are, already, available in the web. The
users are either “isolated” or, more commonly, members of
web communities (i.e. social networks) and their main mo-
tivation (for tagging) is information organization and shar-
ing. The tagging activity inside an STS shows the way users
categorize resources and it is known as its folksonomy [17].
Figure 1 depicts the basic structure of a web-based social
tagging system.
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Figure 1. A web-based social tagging system.

We consider an STS and the finite sets U, R, T, A which
describe the set of users, resources, tags and user annota-
tions (i.e. tag assignments), respectively. Table 1 summa-
rizes the basic symbols’ notation used in this paper.

Table 1. Basic Symbols Notation.
Symbol Definition
m, n, l, p, d Number of users, resources, tags, user’s anno-

tations and attributes (respectively)
U Users’ set {u1, . . . , um}
R Resources’ set {r1, . . . , rn}
T Tags’ set {t1, . . . , tl}
A User’s annotation set {a1, . . . , ap}
AS Attributes set {at1, . . . , atd}
f(ri, tj) Annotation function of tag tj to resource ri

Definition 1 (FOLKSONOMY OF AN STS) Given a Social
Tagging System (STS), its derived folksonomy F is defined
as the tuple F = (U, R, T, A), where A ⊆ U × R × T , i.e.
the users’ annotation set A is modeled as a triadic relation
between the other sets.

The above definition was initially introduced in [9] and is
also adopted in our approach.

Each STS handles a particular type of resources. For
instance, Flickr handles photos, while del.icio.us 2 handles
urls, YouTube 3 handles videos, etc. Nevertheless, resource

2del.icio.us social bookmarking system: http://del.icio.us
3YouTube video broadcast: http://www.youtube.com
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management by an STS is a transparent process, which
does not rely on the varying nature of digital resources,
but involves only their user-generated metadata (produced
through the tagging activity). In this paper we consider
that the context of each resource is captured by the anno-
tations (i.e. group of tags) it has received. Therefore, we
define an annotation function f to determine whether a tag
tj , j = 1 . . . l, has been used for the annotation of resource
ri, i = 1 . . . n, as follows:

f(ri, tj) =

{
1 if tj is an annotation tag for ri

0 otherwise

We can now characterize and define resources considering
their corresponding tags.

Definition 2 (RESOURCE’S REPRESENTATION) Each re-
source ri ∈ R, where i = 1 . . . n, is represented by aggre-
gating the tags assigned to it by all users and it is identified
by:

ri = {∪tx}, ∀tx ∈ T : f(ri, tx) = 1

In practice, the number of tags used to represent a spe-
cific resource may grow in large scale and thus we need to
employ a selection process of the most distinguishing tags
which will form the resources’ attribute set AS. In our ap-
proach we use the d most frequent tags to form the AS set,
which will guide our clustering process.

Definition 3 (THE ATTRIBUTE SET) Given the T =
{t1, . . . , tl} set of tags, we define the attribute set AS =
{at1, . . . , atd}: AS ⊆ T and AS contains the d most fre-
quent tags tx ∈ T .

Each attribute aty ∈ AS is related with a different degree
to the various ri, 1 ≤ i ≤ n, resources while two different
resources may be indirectly related, if they present strong
relation with the same set of attributes. The relation be-
tween two resources is based on both social and semantic
aspects of their involving tags.

Our purpose is to create groups of related resources and
attributes and, thus, we need to provide solution to the
following RESOURCES-ATTRIBUTES CO-CLUSTERING

problem.

Problem 1 (RESOURCES-ATTRIBUTES CO-CLUSTERING)
Given a set R of n resources, a set AS of d attributes, an in-
teger k and a Similarity function, find a set C of k subsets
of both resources and attributes, C = {C1, . . . , Ck} such
that

∑k
x=1

∑
ri,atj∈Cx

Similarity(ri, atj), i = 1, . . . , n

and j = 1, . . . , d, is maximized .�

The Similarity function must be defined in a way to suf-
ficiently capture the association between each resource and
each attribute by jointly considering the social and semantic
aspects of the involved tags and attributes.

3 Clustering STS Resources and Attributes

3.1 Capturing similarities

As already discussed in Section 2, each resource is rep-
resented by the set of tags that have been used for its an-
notation (Definition 2). Thus, finding the relation between
a resource and an attribute indicates capturing the similar-
ity between the resources’ tags and the attribute. Existing
approaches are based solely on the tagging co-occurrence
information which is captured by the so-called Social Simi-
larity. We define the Social Similarity between two tags tx
and ty , where 1 ≤ x, y ≤ l as follows:

SoS(tx, ty)=

∑n
i=1

ri : (uw, ri, tx) ∈ A and (uz , ri, ty) ∈ A

max(
∑n

i=1
ri : (uw , ri, tx) ∈ A,

∑n
i=1

ri : (uz , ri, ty) ∈ A)
(1)

where uw, uj ∈ U , ri ∈ R.
However, considering the semantic aspect of tags, as

well, is expected to be beneficial for the clustering process
in an STS, since it can contribute to eliminating the tag syn-
onymy issue. For the estimation of the Semantic Similarity
between two tags, we need to use external resources (i.e.
web ontologies, thesauri, etc) and a mapping technique be-
tween tags and the resource’s concepts. In our work, we
adopted the approach described in [19], due to its straight-
forward application to our data, according to which the se-
mantic distance between two concepts is proportional to the
path distance between them. For example, let tx and ty be
two tags for which we want to find the semantic similarity
and

−→
tx ,
−→
ty be their corresponding mapping concepts via an

ontology. Then, their Semantic Similarity SeS is calculated
as:

SeS(tx, ty) =
2× depth(LCS)

[depth(
−→
tx) + depth(

−→
ty )]

(2)

where depth(
−→
tx) is the maximum path length from the root

to
−→
tx and LCS is the least common subsumer of

−→
tx and

−→
ty .

The total similarity between two tags will be estimated
by considering both their social and semantic similarity
(Equations 1, 2). In order to examine the impact that each
kind of information has on the clustering process, we com-
bine them in the form of a weighted sum. Specifically, a
factor w is employed to define the effect each track has on
the estimation of their joint similarity. Thus, we define the
Similarity Score SS between two tags tx and ty in terms
of both their social (Equation 1) and semantic (Equation 2)
similarity as:

SS(tx, ty) = w ∗ SoS(tx, ty) + (1− w) ∗ SeS(tx, ty) (3)

where w ∈ [0, 1]. To this context, when w = 1 we consider
solely the Social Similaty SoS, while when w = 0, only the
Semantic Similarity SeS is considered. For any other value

325319
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of w both similarities contribute to the Similarity Score SS
of two tags.

Given the Similarity Score (Equation 3) between two
tags, we proceed to the definition of the Similarity func-
tion between a resource ri, which is represented as a set of
tags assigned by users to the resource (Section 2), and an
attribute atj . The Similarity function is the maximum Sim-
ilarity Score between every tag assigned to the resource ri

and the attribute atj . Thus:

Similarity(ri, atj) = maxx=1...|ri|{SS(tx, atj)} (4)

where ri ∈ R, tx ∈ ri, atj ∈ AS.
The values of Similarity function between each of the n

resources and d attributes are then used to form the n × d

table RA as follows:

RA(i, j) = Similarity(ri, atj) (5)

where i = 1, . . . , n and j = 1, . . . , d.

3.2 Dataset Representation

Applying a typical clustering algorithm to RA table
(Equation 5) would yield clusters with elements from only
one dataset. Since our problem deals with the simultane-
ous clustering of both resources and attributes, we need to
use a data structure that will efficiently represent the two
datasets elements along with their relations and at the same
time it will enable the co-clustering process. A graph is
such a convenient structure, since it can represent the re-
lations between the resources and attributes and has al-
ready been used in co-clustering approaches [4]. In our
case we consider a bipartite graph with its vertices indi-
cating the resources and attributes and its edges represent-
ing the calculated relations using the Similarity function
(Equation 4). Let us consider the bipartite graph G =

��

��

��

� ��

� ��

� ��

� ��

� 	
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Figure 2. Data representation.

(R, AS; E) presented in Figure 2 where R = {r1, r2, r3}
the set of resources, AS = {at1, at2, at3, at4} the set of
attributes and E = {{ri, atj} : ri ∈ R, atj ∈ AS}
the set of edges connecting resources and attributes. Each
of the edges expresses the relation between the connected
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Figure 3. Cut of the Bipartite Graph.

resource ri and attribute atj and its weight is equal to
Similarity(ri, atj). According to our problem definition
we aim to create k subsets C1, C2, . . . , Ck of elements con-
taining both resources and tags and resulting in the max-
imization of

∑k
x=1

∑
ri,atj∈Cx

Similarity(ri, atj), i =
1, . . . , n and j = 1, . . . , d. In case of the bipartite graph
of Figure 2, its 2-partitioning depicted in Figure 3 would
result in the maximization of the sum of similarities be-
tween the elements belonging to the same cluster, while the
sum of similarities between the elements of different clus-
ters would be minimized. In other words, we are looking
for a k-partitioning of the graph, such that

∑
ri∈Cx

∑
atj∈Cy

Similarity(ri, atj), (6)

where x, y = 1 . . . k and x 	= y, is minimized.
The last quantity corresponds to the cut of the graph

G and thus our Problem 1 is transformed into a graph k-
partitioning.

3.3 The Co-Clustering Algorithm

Using a graph to represent our datasets’ elements and
their relations motivated us to follow the principles of spec-
tral graph theory, which have been successfully applied in
graph partitioning problems [7], [11]. Spectral graph clus-
tering algorithms rely on the eigenstructure of a similarity
matrix to partition points into disjoint clusters, with points
in the same cluster having high similarity and points in dif-
ferent clusters having low similarity. More specifically, an
eigenvector decomposition is performed on the similarity
matrix and then, traditional clustering techniques, such as
K-means, may be a applied to the subspace defined by the
eigenvectors.

The similarity matrix which describes our weighted
graph G is the RA table (Equation 5). As it has been proven
in [4] the k left and right singular vectors of the normalized
table NRA = D

−1/2

r RAD
−1/2

at provide a real approxima-
tion to the discrete graph k-partitioning problem. The Dr

326320
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and Dat are the diagonal degree tables of resources and at-
tributes, respectively, and they are defined as follows:

Dr(i, i) =

d∑
j=1

RA(ri, atj), i = 1, . . . , n

Dat(j, j) =

n∑
i=1

RA(ri, atj), j = 1, . . . , d

Let Lr denote the n x k table of the left singular vectors
and Rat the d x k table of the right singular vectors of NRA
table. In order to perform a simultaneous clustering of ri,
i = 1, . . . , n, and atj , j = 1, . . . , d, elements, we create the
(n + d) x k two dimensional table SV defined as:

SV =

[
D
−1/2

r Lr

D
−1/2

at Rat

]

Running a typical clustering algorithm on SV will result
in k clusters containing elements from both resources and
attributes sets. In the first step of the CO-CLUSTERING

Algorithm 1 The CO-CLUSTERING algorithm.
Input: The set R of n resources, the set T of l tags and two

integers k and w where w ∈ [0..1]
Output: A set C = {C1, . . . , Ck} of k subsets consisting

of elements from both R and T , such that the sum of
inter-clusters similarities defined by (6) is minimized.

1: /*Preprocessing*/
2: T ∗ = Preprocess(T )
3: AS = ExtractAttributes(T ∗)
4: /*capturing similarities*/
5: SoS = CalculateSocialSimilarity(R, AS)
6: SeS = CalculateSemanticSimilarity(R, AS)
7: SS = w ∗ SoS + (1− w) ∗ SeS
8: RA = Similarity(SS)
9: /*Co-clustering process*/

10: (Dr, Dat) = ComputeDegreeTables(RA)

11: NRA = D
−1/2

r RAD
−1/2

at

12: (Lr, Rat) = SVD(NRA)
13: SV = CreateIntegratedTable(Dr, Dat, Lr, Rat)
14: C = k −means(SV, k)

algorithm, a data preprocessing (line 2) takes place where
a filtering of the tags is applied in order to result in more
meaningful, for the clustering process, tags. More specif-
ically, the preprocessing involves two steps. In the first
one, a spelling normalization occurs, so that different writ-
ten forms of the same tag are mapped to the same normal-
ized tag (e.g. Sea, sea). Then, the infrequent tags which
lack a proper meaning and cannot be mapped to any real
concepts are filtered out as noise. Indeed, since both the se-
mantic and social knowledge regarding these tags are negli-
gible, they can be left out of the clustering process, with no

considerable lack of information. The preprocessing step
results in the T ∗ set of attributes where T ∗ ⊆ T . Given
the T ∗ set, the algorithm computes and extracts the d most
frequent tags in order to form the attributes set AS (line 3),
as described in Section 2. Then, the social (Equation 1)
and semantic (Equation 2) similarities between tags are cal-
culated (lines 5 and 6) and are used to find tag similarity
scores SS (Equation 3) (line 7). The factor w weights the
significance of the social and semantic similarities. The
similarities between resources and attributes are estimated
by the Similarity function (Equation 4) and are stored in the
two dimensional n × d table RA (line 8). Once the RA is
created, we proceed to the co-clustering step. We calculate
the degree tables Dr and Dat (line 10) and then we form
the NRA table (line 11) on which we apply a singular value
decomposition to obtain the k left and right singular vectors
which are organized in tables Lr and Dat (line 12), respec-
tively. Dr, Dat, Lr and Rat are integrated in the SV table
(line 13) on which we run k-means clustering algorithm.
The algorithm finalizes with the k obtained clusters which
contain both resources and attributes (line 14).

4 Experimentation

To carry out the experimentation phase and the evalu-
ation of the proposed clustering approach, a dataset from
Flickr was crawled using wget4 utility and Flickr API facil-
ities. It consists of 3000 images depicting cityscape, sea-
side, mountain, roadside, landscape, sport-side and loca-
tions (about 500 images from each domain). As a source
of semantic information for tag concepts, we employ the
lexicon WordNet [5], which stores english words organized
in hierarchies, depending on their cognitive meaning. After
the preprocessing phase, the attribute set AS was extracted.
In the experimentation that follows, we restricted the size
of AS to d = 30 tags, in order to facilitate the graphical
demonstration.

4.1 Attribute Assignment Interpretation

In this first section of our experimentation, the cluster as-
signment of attributes is examined. Specifically, we study
the impact of the weight factor w on the clustering results.
It is reminded that w defines the affect of Social and Se-
mantic Similarity on the extracted clusters. We consider the
following three cases: i)w = 0.2, in which Social Similar-
ity (i.e. tag-co-occurence) is favored, ii) w = 0.5, in which
both kinds of similarity are equally taken into account, and,
iii) w = 0.8, in which the Semantic Similarity (i.e. actual
meaning of tags) is given advantage. In order to proceed
to a “conceptual” analysis of the clustering results, we per-

4wget: http://www.gnu.org/software/wget
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(a) w = 0.2 (b) w = 0.5 (c) w = 0.8

Figure 4. Attributes distribution to k = 8 clusters.

formed a correspondence analysis, which allows the visual-
ization of the extracted associations between attributes and
their final assignment in the obtained clusters. Figure 4 de-
picts the results of the correspondence analysis, in each of
the aforementioned three cases of w, using number of clus-
ters k = 8 (attributes having the same color belong to the
same cluster). As depicted in the aforementioned figure, the
CO-CLUSTERING algorithm manages to identify groups of
attributes that appear to be near in terms of their similarity.
For example, in all three subfigures tennis belongs to the
same cluster with wimbledon as well as forest is grouped
with tree, while church is grouped with architecture, inde-
pendently of the w value. However, changing the value of
w results in clusters of different membership, since w may
favor Social or Semantic similarity between attributes.

In case of w = 0.2, where more weight is given to the So-
cial Similarity, we can derive that the attributes assigned by
the algorithm in the same cluster are attributes that co-occur
in the users’ annotations (Figure 4(a)). For example the at-
tributes forest, nature, green, tree belong to the same clus-
ter, because these tags are often used together for describing
images related to sceneries of nature. The same holds for
the cluster where street, building, church, architecture are
assigned, since they constitute tags that occur frequently in
the description of images referring to city places. It is worth
noticing that the attributes rock and rocks are assigned to
different clusters (rock is grouped with drums, while rocks
is grouped with stone), which indicates that in most annota-
tions the tag rock is used in terms of the well-known type of
music rather than in the sense of stone. In general, tag co-
occurence has proven to be more advantageous in the case
of ambiguous tags (homonyms), since it is the context of
such a tag (i.e. its co-occuring tags) that will help to disam-
biguate its meaning. However, lacking semantic informa-
tion, the algorithm splits meaningful clusters into subclus-
ters (i.e. sea, beach, sand are assigned in one cluster, while

seaside is assigned to another).

When w = 0.5, both Social and Semantic similarities are
equally considered and now the algorithm is more possible
to group attributes that semantically are close. As can be
seen in Figure 4(b), the sea is now grouped with seaside,
since these two attributes are semantically close. Although
the Semantic similarity is taken more into account (com-
pared to w = 0.2), the fact that Social Similarity is fairly
considered prevents the algorithm from assigning rocks and
rock to the same cluster.

For w = 0.8, Figure 4(c), where the Semantic Similarity
is favored, the algorithm assigns all related attributes from
the sea domain in one cluster i.e. sea, seaside, beach, sand
(beach and sand overlap). Despite the fact that all afore-
mentioned tags are closely akin, in the previous described
cases, they are split into different clusters, due to the fact
that the users have not used all of them together in their
annotations. However this method fails in disambiguating
correctly the rock tag, as it assigns rock and rocks to the
same cluster even though in most cases they are not used
in the same sense and they do not describe the same set of
images. Moreover, as we can see, drums is not clustered
with any other attribute because no other attribute is seman-
tically related to it. Thus, we can conclude that while this
approach yields semantically meaningful clusters around a
specific topic and it tackles well in case of synonyms (or
tags with alike meaning), it fails to handle the tag ambigu-
ity issue.

From the above discussion it is clear that the value we
choose for w affects the way the CO-CLUSTERING algo-
rithm groups attributes and hence resources (images). A
similar analysis for resources is not feasible due to their
high number (3000), which would result in not so readable
visualizations. Therefore, we need to proceed to a qualita-
tive evaluation of the clusters.

328322
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4.2 Clustering Results Evaluation

In this section, the overall evaluation of the obtained
clusters is examined. First, precision and recall measures
are used, to show us whether resources belonging to the
same cluster are relative to each other in terms of their tags.
Let RCj

and ASCj
denote the set of resources and the set

of attributes that have been assigned to cluster Cj , respec-
tively. Then, the precision and recall of the cluster Cj are
defined as follows:

Precision(Cj) =

∑|RCj
|

i=1
ri : ri ∩ASCj

	= ∅, ∀ri ∈ Cj

|Cj |

Recall(Cj) =

∑|RCj
|

i=1
ri : ri ∩ASCj

	= ∅, ∀ri ∈ Cj∑|R|
i=1

rx : rx ∩ASCj
	= ∅, ∀rx ∈ R

We experimented with the indicative values of k = 8 and
k = 10, while we set w to = 0.2, 0.5 and 0.8, (as described
in the previous section). The calculated precision and re-
call values for each of the obtained clusters are depicted in
Table 2 and 3, respectively. The results presented in Ta-
ble 2 are generally better than the ones in Table 3, showing
that in most cases the extracted clusters are pure (high pre-
cision) but sometimes meaningful clusters are split (low re-
call). Moreover, as can been seen in both tables, the value of
w affects the results. More specifically, we observe that, in
most cases, for w = 0.5 both precision and recall have their
highest values, meaning that the incorporation of both kinds
of knowledge is more advantageous towards relying solely
on one of them. Thus, our method is expected to outper-
form existing approaches (quoted in Section I), since most
of them are based on social similarity, which is equivalent
to minimizing the affect of w in our case.

Table 2. Clusters’ Precision.
w Cluster (k = 8)

1 2 3 4 5 6 7 8
0.2 0.94 0.70 0.81 0.74 0.29 0.96 0.58 0.65
0.5 0.72 1 0.94 0.51 0.95 0.78 0.61 0.75
0.8 0.86 0.65 0.31 0.91 0.86 0.49 0.63 0.46
w Cluster (k = 10)

1 2 3 4 5 6 7 8 9 10
0.8 0.52 0.51 1 0.77 0.43 1 0.46 0.52 0.50 0.71
0.5 0.95 0.46 0.70 0.44 0.61 0.47 0.77 0.89 0.93 0.43
0.2 0.57 0.85 0.48 0.76 0.70 0.72 0.74 0.76 0.77 0.79

The ideas of precision and recall are combined in F-
Measure which is a broadly accepted and reliable in-
dex used in various clustering evaluation approaches [10].
Given the Precision and Recall definitions described in this
section, the value of F-measure for a cluster Cj is defined
as:

F (Cj) =
2 ∗ Precision(Cj) ∗Recall(Cj)

Precision(Cj) + Recall(Cj)

Table 3. Clusters’ Recall.
w Cluster (k = 8)

1 2 3 4 5 6 7 8
0.2 0.87 0.91 0.35 0.35 0.58 0.37 0.75 0.43
0.8 0.49 0.96 0.46 0.54 0.61 0.61 0.39 0.50
0.8 0.87 0.43 0.31 0.56 0.38 0.57 0.70 0.47
w Cluster (k = 10)

1 2 3 4 5 6 7 8 9 10
0.2 0.39 0.61 0.88 0.58 0.40 0.51 0.37 0.62 0.19 0.69
0.5 0.86 0.50 0.43 0.75 0.34 0.40 0.60 0.57 0.33 0.92
0.8 0.26 0.44 0.58 0.34 0.42 0.82 0.41 0.38 0.81 0.52

The values of F-measure fluctuate in the interval [0..1] with
higher values indicating a better clustering. Figures 5(a) and
5(b) present F-measure value for each of the obtained clus-
ters for k = 8 and k = 10, respectively. The value of w was
set to 0.2, 0.5 and 0.8. Moreover, indicative attributes of
each cluster, that correspond to the extracted cluster’s topic,
are depicted above each bar. As can be seen, F-measure per-
formance varies between clusters, depending on the topic of
each one. We claim that this is analogous to the nature and
the number of the attributes assigned to each cluster, as well
as their ability to represent thoroughly the extracted topic.
For example, in the tennis cluster, the contained attributes
(i.e. tennis, wimbledon) were representative in the partic-
ular dataset, since they aggregated most of the relevant re-
sources in the same cluster, in all tested cases. On the con-
trary, in the case of w = 0.8, we see that the grouping of the
ambiguous attribute rock with stones causes irrelevant data
sources (i.e. images depicting music themes with ones that
show rocky landscapes) to be in the same cluster, thus, dete-
riorating the algorithm performance. We claim that a better
attribute selection method would improve the overall algo-
rithm performance and we plan to do this, as future work.
Regarding the w values, the w = 0.5 still yields better clus-
ters, comparatively with the other two values.

5 Conclusions

This paper introduces a co-clustering approach for so-
cial data grouping that aims to improve the efficiency of
tagging systems. The CO-CLUSTERING algorithm consid-
ers the semantic in addition to the social aspect of resources
accompanying tags in a balanced way and yields clusters
consisting of both resources and user annotation tags. The
proposed approach has been evaluated under real workload
and the results proved its efficiency in correlating relevant
tags and resources, illustrating the dominant tags in each
cluster and expressing users’ point of view around the corre-
sponding topic. Moreover, the consideration of the semantic
aspect of user annotation tags enables the CO-CLUSTERING

algorithm to handle the tag ambiguity issue. The proposed
approach has a number of potential applications in retrieval
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Figure 5. Clusters’ F-measure.

systems, semantics extraction and knowledge mining in
general and more specifically in automated multimedia con-
tent analysis, being used, for example, as training sets for
specific concepts represented by tags. Future work involves
improvement of the attributes selection process and experi-
mentation with more attributes and resources.
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