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ABSTRACT
Content Delivery Networks (CDNs) balance costs and qual-
ity in services related to content delivery. This has urged
many Web entrepreneurs to make contracts with CDNs. In
the literature, a wide range of techniques has been devel-
oped, implemented and standardized for improving the per-
formance of CDNs. The ultimate goal of all the approaches
is to improve the utility of CDN surrogate servers. In this
paper we define a metric which measures the utility of CDN
surrogate servers, called CDN utility. This metric captures
the traffic activity in a CDN, expressing the usefulness of
surrogate servers in terms of data circulation in the net-
work. Through an extensive simulation testbed, we identify
the parameters that affect the CDN utility in such infras-
tructures. We evaluate the utility of surrogate servers under
various parameters and provide insightful comments.

Categories and Subject Descriptors: C.2.4 [Computer
Communication Networks]: Distributed Systems

General Terms: Experimentation, Performance

Keywords:CDN pricing, Content Delivery Networks, net-
work utility

1. INTRODUCTION
Content Delivery Networks (CDNs) [28] have gained con-

siderable attention in the past few years. A CDN is an
overlay network across Internet, which consists of a set of
surrogate servers distributed around the world, routers and
network elements. The surrogate servers, which are deployed
in multiple locations, cooperate with each other, transpar-
ently moving content in the background to optimize the end
user experience. When a client makes a request, the CDN
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generally chooses a surrogate server at a location that is near
the client, thereby optimizing the perceived end-user expe-
rience. An indicative CDN is depicted in Figure 1. Detailed
information about CDN mechanisms are presented in [23,
28].
Motivation. CDNs play a key role in the Internet in-
frastructure since their high end-user performance and cost
savings have urged many Web entrepreneurs to make con-
tracts with CDNs [16]. Nowadays, there are many com-
mercial CDNs, including Akamai, AT&T, Limelight and
Mirror Image. In a recent study [11], authors quantita-
tively evaluate the performance of two commercial large-
scale CDNs (Akamai and Limelight) with respect to the
number of surrogate servers, their internal DNS designs,
the geographical locations of their surrogate servers and
their DNS and surrogate server delays. The authors pro-
vide an extensive background research and insightful com-
ments. Except of commercial CDNs, there are also a num-
ber of non-commercial ones [5, 6]. CDNs continuously be-
come more competitive by offering novel services to the
public. The development of a new service usually includes
high investments. The most traditional CDN services in-
clude distributing static Web pages and large file down-
loads, such as software patches. CDNs also provide appli-
cation acceleration, supporting e-commerce and delivering
dynamic content, back-end databases and Web 2.0 appli-
cations. CDNs are also assisting enterprise customers in
providing rich Web applications with context and location-
aware services. Leading CDN companies such as Akamai
and Limelight are now offering streaming media delivery,
distributing media for CNN, BBC, and so on. The enor-
mously popular user-generated video site, YouTube, is cur-
rently distributed by the Limelight CDN.

In order to be able to offer all the above services to the
public, several technical issues should be considered. Specif-
ically, critical decisions should be taken related to CDN
framework setup, content distribution and management, and
request management approaches. In the literature, a wide
range of techniques [4, 13] has been developed, implemented
and standardized for improving the performance of CDNs.
The ultimate goal of all the approaches is to improve the
utility of CDN surrogate servers. Towards this direction
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Figure 1: A typical Content Delivery Network.

the authors in [9] describe the design and development of
a content-serving utility that provides highly scalable Web
content distribution over the Internet.
Contribution. In this work, we evaluate the utility of sur-
rogate servers in different policies using the notion of net
utility. In particular, net utility is a value that expresses the
relation between the number of bytes of the served content
against the number of bytes of the pulled content (from ori-
gin or other surrogate servers). Also, we use the notion of
net utility in order to define a CDN pricing policy. Given the
vast number of competing CDN providers, it is essential to
determine the optimal pricing for CDN services. In general,
the pricing of CDNs is a complex problem. Subscribing con-
tent providers can be highly heterogeneous in terms of their
traffic patterns and the type of content they handle [7]. At
the same time, the CDN providers have to announce a sin-
gle pricing policy that accounts for all these different traffic
types. Through an extensive simulation testbed, we identify
the parameters that affect the net utility in CDN infrastruc-
tures. Using a wide range of Web sites, this study reveals
several observations about the utility of surrogate servers
and provides incentives for their exploitation in the design
of CDNs. Up to now little attention has been paid to eval-
uate the CDN utility. To the best of our knowledge, this
work is one of the first efforts to make an extensive analysis
of the parameters that affect the utility of surrogate servers
in a CDN infrastructure.
Roadmap.The remainder of this paper is organized as fol-
lows: Section 2 presents the earlier recent research work on
CDNs. Section 3 describes the CDN utility metric as well
as how this metric contributes to defining a pricing model
for CDNs. Section 4 presents the simulation testbed and
Section 5 the experimentation results. Section 6 concludes
the paper.

2. RELATED WORK
CDNs have gained considerable attention in the past few

years. The earlier recent research work on CDNs can be
divided into the following four major categories:

• Establishing theoretical models: Theoretical mod-
els can be used to efficiently solve the resource alloca-
tion and management problems in a CDN [2]. In par-

ticular, mathematical models have been proposed in
the literature to address several issues related to where
to locate surrogate servers [22], which content to out-
source [12], evaluating pricing models [10] and request
routing mechanisms [1, 19]. Mathematical modeling
techniques can also be used to gain insight to a variety
of CDN problems arising in practice and to determine
what mitigating actions can be taken. For instance,
the authors of [18] use a Lagrangian-based solution al-
gorithm based on a mathematical model to evaluate
the effect of data clustering on the total revenue of a
CDN provider using this algorithm. Moreover, theo-
retical models facilitate the solution of CDN problems
by providing a generic framework on which efficient
exact solution algorithms can be devised. These are
also used as benchmarks to assess a variety of heuris-
tic methods [14]. However, all these models deal with
the individual problems separately, without taking into
account possible interplays between them. Therefore,
while they provide valuable information, the need for
simulations is not tackled where all those problems can
be aggregated.

• Developing policies for CDN infrastructure: Sev-
eral issues are involved in CDNs since there are differ-
ent decisions related to content distribution and man-
agement approaches. These can be summarized as fol-
lows: a) surrogate servers placement [15, 22], b) con-
tent outsourcing and delivery [4, 13, 25], c) cache or-
ganization in surrogate servers [14, 26] and d) p2p and
Grid technologies for the development of novel CDNs
[8].

• Developing academic CDNs: Instead of delegating
the content delivery to a commercial CDN provider,
the Web content servers participate in an academic
CDN with low fees. Academic CDNs are real world
systems and run in a wide area environment, the ac-
tual Internet topology. A well-known academic CDN,
Globule [21], is an open source CDN which is operated
by end-users. The Web content servers participate in
the Globule by adding a module to their Apache server.
Another academic CDN is the CoralCDN [6]. In order
to use the CoralCDN, the Web content servers, which
participate in this network, append .nyud.net:8080 to
the hostname in a URL. Through DNS redirection, the
clients with unmodified Web browsers are transpar-
ently redirected to nearby CORAL surrogate servers.
Another well-known academic CDN is the CoDeeN [5].
In order to use the CoDeeN, as previously, a prefix
must be added to the hostname in a URL. Regarding
the academic performance of CDNs, they offer less ag-
gregate storage capacity than commercial CDNs and,
require wide adoption of the system to bring substan-
tial performance benefits to the end-users.

• Developing simulation testbed systems: This cat-
egory deals with developing a CDN simulation system,
which will simulate a dedicated set of machines to reli-
ably and efficiently distribute content to clients on be-
half of the origin server. Such a testbed runs locally on
a single machine and contrary to the academic CDNs
it is a simulated environment. An analytic simulation
tool for CDNs, called CDNsim, has been developed



in [27]. CDNsim has been designated to provide a re-
alistic simulation for CDNs, simulating the surrogate
servers, the TCP/IP protocol and the main CDN func-
tions.

3. CDN UTILITY
Net utility is a value that expresses the relation between

the number of bytes of the served content against the number
of bytes of the pulled content (from origin or other surrogate
servers). A similar metric has also been used in [17] for a
p2p system. It is bounded to the range [0..1] and provides
an indication about the CDN traffic activity.

Formally, we quantify a net utility ui of a CDN surrogate
server i by using the following equation:

ui =
2

π
× arctan(ξ) (1)

The intuition of this metric is that a surrogate server is
considered to be useful (high net utility) if it uploads content
more than it downloads, and vice versa. The parameter ξ

is the ratio of the uploaded bytes to the downloaded bytes.
The resulting net utility ranges to [0..1]. The value ui =
1 is achieved if the surrogate server uploads only content
(ξ = infinity). On the contrary, the value 0 is achieved
if the surrogate server downloads only content. In the case
of equal upload and download, the resulting value is 0.5.
Finally, the CDN utility u can be expressed as the mean of
the individual utilities of each surrogate server. Considering
that a CDN has N surrogate servers, the CDN utility u can
be defined as follows:

u =

∑
N

i=1
ui

N
(2)

The notion of CDN utility can also be used as a parameter
to CDN pricing policy. Typically, a CDN outsources content
on behalf of content provider and charges according to a
usage (traffic) based pricing function. The ultimate goal is
to identify the final cost for the content provider under a
CDN infrastructure. Since net utility measure captures the
CDN usage, the respective net utility of a CDN can be easily
translated into a price for its offered services.

In this context, we integrate the notion of net utility in the
pricing model that has been presented in [10]. In particular,
the monetary cost of the Web content provider under a CDN
infrastructure is determined by the following equation:

UCDN = V (X) + τ (N) × X − Co − P (u) (3)

where UCDN is the final cost of Web content provider un-
der a CDN infrastructure, V (X) is the benefit of the con-
tent provider by responding to the whole request volume X,
τ (N) is the benefit per request from faster content delivery
through a geographically distributed set of N CDN surro-
gate servers, Co is cost of outsourcing content delivery, P (u)
is the usage-based pricing function, and u is the CDN util-
ity. As we will show, the CDN utility u is tightly related
to the usage/traffic imposed and therefore can be applied
to P (u). In the rest of the paper we refrain from using an
exact monetary definition of the cost. Instead, we focus on
how u and P (u) are affected.

4. SIMULATION TESTBED
The CDN providers are real-time applications and they

are not always available for research purposes. Therefore,
for the evaluation purposes, it is crucial to have a simula-
tion testbed for the CDN functionalities and the Internet
topology. Furthermore, we need a collection of Web users
traces which log access to a Web server’s content through a
CDN. In order to identify visiting sessions in the requests we
need as well the structure of the content, i.e. the structure
of a Web site. Although we can find several users traces on
the Web, real traces from CDN providers are not available
to us nor the respective Web sites. Thus, we are faced to use
artificial data. Moreover, the use of artificial data enables
us to evaluate extensively which parameters affect the CDN
utility. In fact, we are able to perform simulations under
common parameter values as identified in the literature [20]
and also under extreme values. As such, we can establish
in an empiric way the theoretical performance limits of the
CDN. In this framework, we have developed a full simulation
environment, which includes the following:

• a system model simulating the CDN infrastructure,

• a network topology generator,

• a Web server content generator, modeling file sizes etc.,

• a client request stream generator capturing the main
characteristics of Web users’ behavior.

4.1 CDN model
To evaluate the CDN utility measure, we used our com-

plete simulation environment, called CDNsim, which simu-
lates a main CDN infrastructure. The full source code be
found at http://oswinds.csd.auth.gr/∼cdnsim/. It is based on
the OMNeT++ library1 which provides a discrete event sim-
ulation environment. All CDN networking issues, like surro-
gate server selection, propagation, queuing, bottlenecks and
processing delays are computed dynamically via CDNsim,
which provides a detailed implementation of the TCP/IP
protocol, implementing packet switching, packet retransmis-
sion upon misses etc.

We consider a CDN with 100 surrogate servers which have
been located all over the world. Each surrogate server in
CDNsim is configured to support 1000 simultaneous connec-
tions. The default cache capacity of each surrogate server
has been defined as a percentage of the total size in bytes of
the Web content provider’s Web site. We also consider that
each surrogate server cache is updated using a standard LRU
cache replacement policy. Experiments have shown that the
cache size has direct impact to the performance of a CDN [4,
13]. Usually a larger cache results in less requests to be
redirected to another surrogate server (in a cooperative p2p
CDN) or to the origin server.

4.2 Network topology
In a CDN topology we may identify the following net-

work elements: surrogate servers, origin server (Web content
provider’s main server), routers and clients. Additionally, we
consider the existence of a Tracker. The Tracker is consid-
ered as a server, belonging to the CDN, which is responsible
to redirect the requests to the appropriate surrogate/origin

1http://www.omnetpp.org/article.php?story=20080208111358100



server. It is aware of the content of each server and of the
network topology.

The routers form the network backbone where the rest
of the network elements are attached. The distribution of
servers and clients in the network affects the performance of
the CDN. Different network backbone types result in differ-
ent“neighborhoods”of the network elements. Therefore, the
redirection of the requests and ultimately the distribution of
the content is affected. In our testbeds we use four differ-
ent network backbone flavors: AS, Waxman, Transit stub
and Random. Each of them contains 3037, 1000, 1008 and
1000 routers respectively. The routers retransmit network
packets using the TCP/IP protocol between the clients and
the CDN. All the network phenomena such as bottlenecks
and network delays, and packet routing protocols are sim-
ulated. Note that the AS Internet topology with a total of
3037 nodes captures a realistic Internet topology by using
BGP routing data collected from a set of 7 geographically-
dispersed BGP peers. Finally, in order to minimize the side
effects due to intense network traffic, we assume a high per-
formance network with 1 Gbps link speed.

4.3 Web server content generation
In order to generate the Web server content we devel-

oped a tool which produces synthetic but realistic Web site
graphs. We considered many of the patterns found in real
world Web sites such as zipfian distributions for sizes [20].
According to Zipf’s law, a Web site contains mostly rela-
tively small objects following the zipfian distribution. The
distribution is modified by a parameter z which affects the
slope of the distribution. The higher the z is the steeper
the slope of the distribution is and vice versa. For instance,
if z = 0 then all objects have the same size, whereas, if
z = 1 then the size of the objects fades exponentially. By
default we have generated Web sites with 50000 objects of
1GB total size and z = 1.

4.4 Requests generation
As far as the requests stream generation is concerned, we

used a generator, which reflects quite well the real users ac-
cess patterns. Specifically, this generator, given a Web site
graph, generates transactions as sequences of page traversals
(random walks) upon the site graph [20]. We are focused es-
pecially on the following parameters as more representative
to affect the CDN utility:

• Popularity distribution. As it is observed in [20], the
pages popularity of a Web site follows Zipfian distribu-
tion. According to Zipf’s law, the higher the value of z

is the smaller portion of objects covers the majority of
the requests. For instance, if z = 0 then all the objects
have equal probability to be requested. If z = 1 then
the probability of the objects fade exponentially. The
popularity distribution affects the CDN utility as we
will show later. Therefore, we used the range 0, 0.5
and 1 for z in order to capture an average case and
more extreme ones.

• Popularity-size correlation of objects. In a Web site,
different objects exhibit different demand by the clients
[3]. The popularity of an object expresses the proba-
bility of a client request to request this specific object.
Specifically, the correlation between object popularity

and size ranges in [−1..1]. Positive correlation indi-
cates that the larger objects are more popular than the
smaller ones. On the contrary, negative correlation in-
dicates that the smaller objects are more popular than
the larger ones. A zero correlation suggests that the
size and popularity are irrelevant to each other. This
correlation as we will show in the next section affects
the CDN utility. In particular, we examine the CDN
utility under the values of 0, 1, −1 for the correlation
to capture the average and the extreme cases.

In this work, we have generated 1 million users requests.
We consider that the requests arrive according to an ex-
ponential distribution with mean interarrival time equal to
1sec. Then, the Web users requests are assigned to CDN
surrogate servers taking into account the network proxim-
ity, which a the typical way followed by CDNs providers.
In this context, we examine the following CDN redirection
policies:

• Closest surrogate server with cooperation (closest ss \w
coop): A client performs a request for an object. The
request is redirected transparently to the closest sur-
rogate server A in terms of network topology distance.
The surrogate server uploads the object, if it is stored
in its cache. Elsewhere, the request is redirected to
the closest to A surrogate server B, that contains the
object. Then, the surrogate server A downloads the
object from B and places it in its cache (some content
may be removed in this step according to the cache re-
placement policy). If the object is not outsourced by
the CDN, the surrogate server A downloads the object
from the origin server directly. Finally the object is
uploaded to the client.

• Closest surrogate server without cooperation (closest
ss \wo coop): This policy follows the same redirection
mechanism with the previous one. The major differ-
ence is that if the surrogate server A is unable to satisfy
the request, it is not redirected to another surrogate
server. Instead, the surrogate server A downloads the
object directly from the origin server.

• Random surrogate server with cooperation (random ss
\w coop): The requests are distributed randomly with-
out using any proximity metric. The positive charac-
teristic of this policy is the load balancing since the
requests are distributed evenly among the surrogate
servers. However, the network traffic is increased be-
cause the object transfers are performed via long net-
work paths. We use in order to identify the perfor-
mance bounds of the p2p cooperation.

5. EVALUATION
In this section, we study which parameters affect the CDN

utility. In this context, we have performed four sets of ex-
periments. The first set studies the impact of the network
topology backbone to CDN utility. The second set exam-
ines the CDN utility under various popularity distributions
while the third one tests its impact regarding the correla-
tion between objects popularity and objects size. Finally,
the fourth set of experiments studies the CDN utility under
various CDN redirection policies. The summary of the pa-
rameters used in the four experimentation sets is presented
in Table 1.



Parameter Experimentation 1 Experimentation 2 Experimentation 3 Experimentation 4

Web site size 1GB 1GB 1GB 1GB

Web site number of ob-
jects

50000 50000 50000 50000

Web site z for size 1 1 1 1
Correlation size vs. pop-
ularity

0 0 0,−1,1 0

Number of requests 1000000 1000000 1000000 1000000
Mean interarrival time of
the requests

1sec 1sec 1sec 1sec

Distribution of the inter-
arrival time

exponential exponential exponential exponential

Requests stream z 0.5 0.5,1.0,0.0 0.5 0.5

Link speed 1Gbps 1Gbps 1Gbps 1Gbps

Network topology back-
bone type

AS, Waxman, Transit
stub, Random

AS AS AS

Number of routers in net-
work backbone

3037, 1000, 1008, 1000 3037 3037 3037

Number of surrogate
servers

100 100 100 100

Number of client groups 100 100 100 100
Number of content
providers

1 1 1 1

Cache size percentage of
the Web site’s size

2.5%, 5%, 10%, 20%,
40% and 80%

2.5%, 5%, 10%, 20%,
40% and 80%

2.5%, 5%, 10%, 20%,
40% and 80%

2.5%, 5%, 10%, 20%,
40% and 80%

CDN redirection closest ss \w coop closest ss \w coop closest ss \w coop closest ss \w coop, clos-
est ss \wo coop, rand ss
\w coop

Table 1: Summary of simulations parameters

5.1 Evaluation measures
We evaluate the performance of CDN under regular traf-

fic. It should be noted that for all the experiments we have
a warm-up phase for the surrogate servers’ caches. The pur-
pose of the warm-up phase is to allow the surrogate servers’
caches to reach some level of stability and it is not evalu-
ated. The measures used in the experiments are considered
to be the most indicative ones for performance evaluation.
Specifically, the following measures are used:

CDN utility: It is the mean of the individual net utilities
of each surrogate server in a CDN. The net utility (defined
in equation 3) is the normalized ratio of uploaded bytes to
downloaded bytes. Thus, the CDN utility ranges in [0..1].
Using the notion of CDN utility we express the traffic ac-
tivity in the entire CDN. Values over 0.5 indicate that the
CDN uploads more content than it downloads through co-
operation with other surrogate servers or the origin server.
In particular, for the uploaded bytes we consider the content
uploaded to the clients and to the surrogate servers. Val-
ues lower than 0.5 are not expected in the CDN schemes.
The value 0.5 is an extreme case where each request is a
non-outsourced object.

Hit ratio: It is the ratio of requests that has been served,
without cooperation with other surrogate servers or the ori-
gin server, to the total number of requests. It ranges in
[0..1]. High values of hit ratio are desired since they lead to
reduced response times and reduced cooperation. Usually
the hit ratio is improved by increasing the cache size and it
is affected by the cache replacement policy.

Byte hit ratio: It is the hit ratio expressed in bytes.
It is a more representative metric for measuring bandwidth
consumption and network activity, especially when there is
positive or negative correlation between size and popularity

in a Web site. It ranges in [0..1].
Mean response time: It is the mean of the serving times

of the requests to the clients. This metric expresses the
clients experience by the use of CDN. Lower values indicate
fast served content.

5.2 CDN utility vs. Network topology
Simulation setup. The examined Web site includes

50000 objects of total size 1GB. The correlation of the size
with the popularity is set to 0. Additionally, we generated
the respective request stream that contains 1000000 requests
with z = 0.5. The cache size for each surrogate server is set
to 2.5%, 5%, 10%, 20%, 40% and 80% of the total Web
site size. For instance, the extreme case of 100% cache size
means that all the content of Web server content has been
fully mirrored to all the CDN surrogate servers. The net-
work topology, since it is our examined parameter, is set to
AS, Waxman, Transit stub and Random.

Discussion. Figure 2 depicts the CDN utility evolution
for different cache sizes and network topologies. Axis x rep-
resents the percentage of surrogate server cache size with
respect to the total Web site size while the y axis represents
the CDN utility. Each line refers to a different network
topology. The most notable observation is that there is a
single peak in the performance of the CDN utility at 10%
cache size. This peak, although it has different values, oc-
curs at the same cache percentage for all network topologies.
Therefore, the performance peak, in terms, of CDN utility,
is invariant of the network topology.

Giving more insight to the performance peak, we should
identify what happens to the eras before and after the peak.
Before the peak, the cache size is quite small. Few replicas
are outsourced to the CDN and the surrogate servers fail to
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Figure 2: CDN utility vs. Network topology

cooperate. Most of the requests refer to objects that are not
outsourced at all. Consequently, the surrogate servers refer
to the origin server in order to gain copies of these objects.
This leads to poor CDN utility as the surrogate servers up-
load less content. As the cache size increases, the amount
of replicated content in the CDN increases as well. There-
fore, the cooperation among the surrogate servers is now
feasible and thus the CDN utility increases. After the peak,
the cache size is large enough; consequently, this results in
reducing the cooperation among the surrogate servers.

If we set the cache size to 100% and run the simula-
tion for a very long time period, each cache of surrogate
servers will have replicated all the content of the Web site
(full mirroring). Therefore, after a very long time period
(limt→∞ u(t) = 1) the CDN utility will approximate 1. This
is the theoretical limit of CDN utility. However, in practice
this will never happen since the content of the Web sites
changes through time leading to cache misses.

The network topology makes no difference to the perfor-
mance peak. However, the individual CDN utilities are quite
different. The Random and the Waxman network topologies
demonstrate a flat evolution of CDN utility suggesting poor
distribution of the requests in CDN. On the other hand,
the AS and the Transit stub exhibit more steep slopes to
the performance suggesting a more intense phenomenon, as
described previously, about the two eras.

Conclusions. In this experiment we have observed the
evolution of CDN utility against increasing cache size. We
have shown that there is a performance peak in terms of
CDN utility at a certain cache size, which is invariant under
different network topologies. Considering that the capacity
allocation in surrogate servers affects the pricing of CDN
providers (see equation 3) we view this finding as particular
important. This provides an indication about the optimal
size of site that can be replicated to surrogate servers. Repli-
cating a small size of Web site content, the observed perfor-
mance peak guarantees satisfactory performance by reducing
the traffic to origin server.

5.3 CDN utility vs. Popularity distribution
Simulation setup. The same synthetic Web site was

used as in the previous set. We have generated three request
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Figure 3: CDN utility vs. Popularity distribution

streams that contain 1000000 requests. We examine the z

parameter for the popularity by setting it to 0, 0.5 and 1.
The higher the z the smaller the percentage of the objects
that have large popularity. The cache size for each surrogate
server is set to 2.5%, 5%, 10%, 20%, 40% and 80%. As
previous, the cache size is defined as the percentage of the
total bytes of the Web server content. The network topology
is fixed to AS.

Discussion. Figure 3 illustrates the CDN utility un-
der different cache sizes and popularity distributions. More
specifically, the x axis represents the percentage of surrogate
server cache size with respect to the total Web site size while
the y axis represents the CDN utility. Each line refers to a
different popularity distribution. We study the behavior of
CDN utility in conjunction with the hit ratio as recorded in
Figure 4.

There are two main observations in this set:

• For different popularity distributions we observe the
same performance peak at the same cache size. This
is an indication that the CDN requires to allocate a
minimum cache size for each Web site in order to en-
able effective cooperation among its surrogate servers.

• Higher values of z result in higher CDN utility. This
is expected since as z increases only a small portion
of the objects absorb a very high percentage of the
requests. This is also supported in Figure 4 where for
z = 0 the objects are uniformly requested and the hit
ratio is very poor even for large caches. In this case,
the cache is unable to “learn” the request stream. For
z = 1 the hit ratio is very high even for very low cache
sizes since a small portion of objects are requested.

Conclusions. The key question we investigate here is
how the popularity affects pricing in terms of CDN utility.
Our study is able to provide an answer to this: If we con-
sider only the maximum CDN utility as criterion, then the
popularity does not interfere with pricing.

5.4 CDN utility vs. Size distribution
Simulation setup. For this experiment, three data sets

with 50000 objects were generated where each one has total
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Figure 5: CDN utility vs. Size distribution

size 1GB. The Zipf parameter z of the popularity of ob-
jects is set to 1. Their difference lies on the correlation of
the objects size with respect to popularity. We used the ex-
treme cases of correlation −1, 0 and 1. Positive correlation
results in large objects to be requested with higher proba-
bility. Negative correlation suggests that small objects are
more popular while the zero correlation does not favor ei-
ther size. Additionally, we generated the respective request
stream that contains 1000000 requests with z = 0.5. The
cache size for each surrogate server is set to 2.5%, 5%, 10%,
20%, 40% and 80% of the total Web site size. Finally, the
network topology is set to AS.

Discussion. The CDN utility is recorded in Figure 5.
The x axis is the percentage of surrogate server cache size
with respect to the total Web site size, the y axis is the
CDN utility and the different lines refer to different popu-
larity correlations. We examine this data set by taking into
account the byte hit ratio metric as presented in Figure 6.
There are two primary observations:

• Regardless the popularity correlation, the CDN utility
peak exists at the same cache size percentage.
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Figure 7: CDN utility vs. CDN redirection policy

• The positive correlation enhances the CDN utility. This
behavior is expected since more large objects are be-
ing transferred. The worst CDN utility is observed at
the negative correlation where the small objects are
favored. The zero correlation lies in between. These
observations are supported by the byte hit ratio met-
ric in Figure 6. Positive correlation leads to very high
byte hit ratio while negative leads to very poor.

Conclusions. The question that remains to be answered
is how the size vs. popularity correlation affects the CDN
utility and ultimately the pricing. According to the above
findings, we may conclude that large files trafficking is in fa-
vor to content provider. This leads to increased CDN utility
and thus monetary cost reduction (see equation 3) for the
Web content provider.

5.5 CDN utility vs. CDN redirection policy
Simulation setup. In this set we used the same synthetic

Web site and requests stream as in the first set. Using the
AS network topology we examine the CDN utility under the
three CDN redirection policies.



0 10 20 30 40 50 60 70 80
1.4

1.6

1.8

2

2.2

2.4

2.6
x 10

−3

cache size percentage

M
ea

n 
re

sp
on

se
 ti

m
e

 

 
closest surrogate
No cooperation
Random surrogate

Figure 8: Mean response time vs. CDN redirection

1.4 1.5 1.6 1.7 1.8 1.9 2 2.1

x 10
−3

0.64

0.66

0.68

0.7

0.72

0.74

0.76

0.78

Mean response time

C
D

N
 u

til
ity

 

 

closest surrogate

Figure 9: CDN utility vs. Mean response time

Discussion. Figures 7 and 8 record the CDN utility and
mean response times of the requests. The x axis represents
the surrogate servers cache size. It is defined as the percent-
age of the total bytes of the Web server content. The y is the
CDN utility and mean response time respectively. The indi-
vidual lines represent the different CDN redirection policies.
To begin with, the CDN utility in the case of the closest sur-
rogate server with cooperation exhibits a performance peak.
The closest surrogate without cooperation does not exhibit
such a peak. This is expected since there is no cooperation.
The amount of uploaded content is affected solely by each
individual surrogate server performance. Increasing cache
size leads to increasing cache performance. In the case of
“random surrogate server with cooperation” the CDN util-
ity after the peak leads to a plateau. This occurs due the
fact that the requests are randomly distributed in the CDN.
Therefore the cache replacement algorithm is unable to “fit”
to the request stream.

Another important metric for CDNs evaluation is the mean
response time. This measure captures the users satisfaction.
Figure 8 depicts the mean response time with respect to
cache size for different redirection policies. The best per-

formance is achieved by the closest surrogate server with
cooperation, demonstrating the superiority of the p2p coop-
eration. In the case of random surrogate server with cooper-
ation the mean response times are quite poor since there is
high internetwork traffic. This is caused due to the random
distribution of the requests without taking into account any
network proximity criterion. Instead of using such a naive
method a CDN could be beneficial even if there is no cooper-
ation among surrogate servers. This is evident in the case of
closest surrogate without cooperation. Although the results
in this case are satisfactory, this does not hold true in high
traffic phenomena such as the flash crowd events [24].

Figure 9 examines in greater depth the relation between
CDN utility and mean response time. From this figure
we observe that the highest CDN utility value results in
low mean response time but not in the lowest that can be
achieved. When we have the lowest mean response time
(this means that the Web site has been fully replicated to
all the surrogate servers), the CDN utility is low since the
surrogate servers do not cooperate with each other.

Conclusions. To sum up, an interesting question here
is to identify how the CDN redirection scheme affects the
monetary cost for a content provider. Our study is able
to provide an answer to this: We observed that a poorly
designed redirection policy would not exhibit the desired CDN
utility peak.

6. CONCLUSION
In this work we examined how the CDN utility is affected

by various parameters. More specifically we have evaluated
the CDN utility under different network topologies, traffic
models and Web site models. The observations are quite
enlightening. In particular the primary contributions of this
work were:

• A definition of CDN utility as a metric to capture the
traffic activity in a CDN is defined. The CDN utility
expresses the usefulness of a CDN in terms of data
circulation in the network.

• Insightful commentary via extensive experimentation
is provided, upon different parameters affecting the
CDN utility (with or without p2p cooperation).

• A performance peak, in terms of CDN utility has been
detected. The peak is invariant of the network topol-
ogy, the traffic model and the Web site model.

• The problem of selecting the optimal content size that
should be replicated in surrogate servers is addressed
by taking into consideration the CDN utility metric.

• The CDN utility has been considered as a parameter
for defining a CDN pricing policy.

The experimentation results are quite encouraging to spawn
a set of possible future works. In fact, it is necessary to ex-
amine the CDN utility under more parameters and config-
urations. Potentially interesting results may occur during a
flash crowd event. Finally, we strongly believe that the CDN
utility can be considered as a way to measure the “health”
of a CDN and to consider an advanced pricing model.
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