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Abstract 
Biomedical literature databases constitute valuable repositories of up to date scientific 
knowledge. The development of efficient classification methods in order to facilitate the 
organization of these databases and the extraction of novel biomedical knowledge is becoming 
increasingly important. Several of these methods use bio-ontologies, like Gene Ontology to 
concisely describe and classify biological documents. The purpose of this paper is to compare 
two classical statistical classification methods, namely multinomial logistic regression (MLR) 
and linear discriminant analysis (LDA), to a machine learning classification method, called 
support vector machines (SVM). Although all the methods have been used with success for 
classifying texts, there is not a direct comparison between them for classifying biological text 
to specific Gene Ontology terms. The results from the study show that LDA performs better 
(accuracy 80.32%) than SVM (77.18%) and MLR (57.4%). LDA not only performs well in 
the assignment of Gene Ontology terms to documents, but also reduces the dimensions of the 
original data, making them easier to manage. 
 
Keywords: biotext, classification, linear discriminant analysis, multinomial logistic 
regression, support vector machines 
 

1. Introduction 
The use of high-throughput experimental methods, such as microarrays, and the 

results from large-scale computational experiments produce huge amounts of 
biological information [Rubin D.L. et al. (2005)], which is usually stored in data 
repositories, like sequence databases. One of the biggest repositories of biomedical 
information, used extensively by researchers, is the PubMed [PubMed] database.of 
published biomedical articles containing bibliographic citations and abstract articles 
from more than 4800 biomedical journals [Ashburner M. (2000)]. 

As the amount of biological information and the number of biomedical documents 
increase, their management, categorization and exploitation through manual means 
becomes a difficult task since the size of the data is huge [Rubin D.L. et al. (2005)], 

 



11th Panhellenic Conference in Informatics 20 

[Spasic I. et. al. (2005)]. Several machine learning and text mining methods [Spasic I. 
et. al. (2005)] try to facilitate and automate the organization of biological information 
described in documents. Also, some research efforts involve natural language 
techniques [Andrade M.A. et. al. (1997)], [Eisenhaber F. et. al. (1999)]. Other efforts 
[Raychaudhuri S. et. al. (2002)], [Kazawa H. et. al. (2004)], [Theodosiou T. et. al. 
(2006)] have utilized ontologies, like Gene Ontology (GO), and applied data mining 
and machine learning methods to published biological literature stored in the PubMed 
database. Ontologies are considered to be prerequisites for advanced text mining and 
very useful for concisely describing the information inside biomedical documents 
[Spasic I. et. al. (2005)]. 

Gene Ontology (GO) [Ashburner M. et. al. (2000)], is a standard, controlled and 
structured vocabulary mainly for describing a gene’s functions, but has also been used 
for document description. Specifically, in [Raychaudhuri S. et. al. (2002)] 21 GO 
codes were used in order to compare the performance of three different classification 
models (maximum entropy, naive Bayes and nearest- neighborhood) concluding that 
the maximum entropy method outperforms. In [Kazawa H. et. al. (2004)], a set of 12 
GO codes was used in order to evaluate Support Vector Machines (SVM) showing 
that SVM outperform the maximum entropy classification. In [Theodosiou T. et. al. 
(2006)] a methodology based on linear discriminant analysis (LDA) was proposed for 
classifying 12 GO terms to a set of biomedical documents. 

The purpose of the present work is to compare the performance of classical 
statistical classification methods, namely multinomial logistic regression (MLR) and 
LDA to the performance of SVM, which is a typical machine learning method. The 
choice of the methods was based on the fact that all of them have been used with 
success to the field of biological text mining. It should be noted that biological text 
has specific properties, like term variation and term ambiguity, etc. compared to other 
knowledge domains [Spasic I. et. al. (2005)] which makes the task of text mining and 
classification quite demanding. The paper focuses on measuring the performance of 
the methods in classifying the documents to 12 GO terms. The use of GO instead of 
another Ontology is based on the fact that it is popular in literature and can be used 
for every organism [Camon E. et. al. (2003)]. The effectiveness of the methods is 
evaluated by specific performance metrics (such as recall, precision, F-measure, 
cross-validation and hold-out sample validation).  

The remainder of the paper is structured as follows: Section 2 describes the 
methodology we used. Section 3 presents the results of experimentation. Conclusions 
and future work are given in Section 4. 
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2. Methodology 

2.1 Data Representation 
The source of published biomedical literature is the PubMed database. The 

documents1 in this study are represented by the use of Vector Space Model (VSM). 
The steps of transforming each document into a vector are described briefly below 
[Manning C.D. et. al. (1999)]: 

1. Tokenization: extraction of all words appearing in an entire set of documents; 

2. Stopword removal: elimination of non-informative words (stopwords) such as 
”a”, ”and”, ”the”, etc.; 

3. Stemming: use only the root of each word; 

4. Frequency counting: counting of the number of occurrences of each word in 
each document; 

5. Filtering: elimination of non-content-bearing high-frequency and low-
frequency words; 

6. Vector creation: construction of a weight vector. In our study we used the 
binary weighting scheme, which is the simplest. According to it, the weights are 
binary numbers (0 denoting the absence of a word and 1 denoting the presence). 
We have to emphasize however, that the statistical methodology we used can be 
applied as well to other weighting schemes appearing in the literature [Manning 
C.D. et. al. (1999)]. 

The aforementioned procedure results in a keyword dataset where each document is 
represented by a binary vector of size p (total number of keywords). 

2.2 Multinomial Logistic Regression (MLR) 
Multinomial logistic regression (MLR) is the generalization of the logistic 

regression and it is used when the categorical dependent variable has more than two 
classes while simple logistic regression is used when the classes are only two. MLR 
builds a classification model based on any type (numerical or categorical) of 
independent variables (keywords). In our case the dependent categorical variable is 
the one containing the different GO groups. 

MLR can be used to predict the GO code of a document, based on the keywords it 
contains. It applies maximum likelihood estimation after transforming the GO groups 
into a logit variable (the natural log of the odds of the GO group occurring). In this 

                                                 
1 In our context a document signifies the title and the abstract only and not the whole document. 
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way, MLR estimates the probability of a certain document to belong to a specific GO 
group based on the keywords it contains [Tabachnick B. G. et. al. (2001)].  

2.3 Linear Discriminant Analysis (LDA) 
As in MLR, the purpose of LDA is to model the relationship between a dependent 

categorical variable (the GO codes) with a set of independent variables (the 
keywords). 

The LDA procedure produces a number of statistical results leading to the 
estimation of the probability that a vector (of word weights) belongs in a particular 
group. The original idea of LDA was the projection of the pn× data matrix  (n is 
the number of PubMed documents and p the number of words) onto a single 
dimension using the Fisher’s linear discrimination function 

X

Xaz = . The vector of 
coefficients  should be chosen in such a way that an optimal discrimination is 
achieved via the maximization of the ratio of the between-group-sum of square to the 
within-group-sum of squares [

a

Hair J.F. et. al. (1998)].  

In the case where the categories of the dependent variable (the 12 GO categories in 
our context) are k > 2, this idea can be generalized and the method computes  

),1min( pkm −=     (1) 

new variables, the canonical discriminant functions which can be used to exhibit the 
differences among the categories. For detailed description of LDA we refer to [Hair 
J.F. et. al. (1998)]. 

2.4 Support Vector Machines (SVM) 
SVM is a typical binary classifier, which may only solve classifications problems 

of two groups. In case of (more than two) multi-groups classification needs the 
standard approach is to reduce the multi-class problem into several binary sub-
problems [Baldi P. et. al. (2003)]. 

SVM method has already been used for similar classification problems as in our 
case (such as in [Kazawa H. et. al. (2004)]). The basic idea in SVM is to define an 
optimal separating hyperplane that could separate the observations into two classes.  
This hyperplane is constructed based on certain vectors of the dataset (the so called 
support vectors) and a proper (so called) kernel function (to project the original data 
to this hyperplane). Typically, this kernel function requires several parameters which 
should be appropriately tuned. Examples of such parameters are the degree of the 
polynomial (to be set in polynomial kernel), or the value of the gamma parameter (to 
be set in radial kernel). The simplest form of the SVM has a linear kernel, and it is 
used as a basis for comparisons with LDA and MLR. It must be noted that kernel 
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methods can also be used for LDA [Kocsor A. (2001)], but the aim of this paper was 
to use the simplest forms of LDA and SVM. 

2.5 Performance metrics 
The validation of the models sensitivity (changes in the accuracy) can be achieved 

by cross validation. We use the hold-out [Hair J.F. et. al. (1998)] and the 10-fold 
cross validation methods. The hold-out method randomly splits the initial dataset into 
a subset containing most of the observations used for training the model and another 
smaller (hold-out sample) for validating the classification performance. The size of 
the hold out samples is determined empirically (there is no standard formula) and 
usually is not larger than 30% of the original dataset [Hair J.F. et. al. (1998)]. The 10-
fold cross validation partitions the initial dataset into 10 different subsets. Of the 10 
subsets a single one is retained for validating the classification model and the 
remaining 9 subsets are used for training the model. This is repeated 10 times with 
each of the 10 subsets used exactly once as the validation data. 

The basis for the computation of various performance measures is the confusion or 
classification matrix [Hair J.F. et. al. (1998)]. Specifically, the most common 
performance measures are: 

1. Accuracy [Hair J.F. et. al. (1998)] of the classification is the ratio of the correct 
classified documents to the total number of documents in the dataset.  

2. Precision [Hair J.F. et. al. (1998)] is the percentage of the correct classifications of 
a specific group to all the documents assigned to that group. 

3. Recall [Hair J.F. et. al. (1998)] is the percentage of the correct classifications of a 
specific group to all the documents of the group contained in the dataset. 

4. F-measure [Manning C.D. et. al. (1999)] is the harmonic mean between precision 
and recall. 

3. Experimentation 
The proposed method was tested under a dataset of 12 GO terms used in earlier 

works, e.g. [Theodosiou T. et. al. (2006)]. For practical purposes, each GO code was 
represented by a group number ranging from 1 to 12. The assignment of the numbers 
was random and is listed in Table 1. Due to the space limitations, we outline the most 
important results of this study. 

As a dataset we use a set of 9009=n  documents. The number of keywords 
extracted from the documents is 1642=p . In order to reduce the number of 
dimensions (keywords) we applied Principal Component Analysis (PCA) [Hair J.F. 
et. al. (1998)] to the dataset. PCA reduces the dimensions of the data and retains as 
much as possible of the information contained in the original data. After applying 

 

http://www.amazon.com/exec/obidos/search-handle-url/102-2437750-0148926?%5Fencoding=UTF8&search-type=ss&index=books&field-author=Joseph%20F.%20Hair
http://www.amazon.com/exec/obidos/search-handle-url/102-2437750-0148926?%5Fencoding=UTF8&search-type=ss&index=books&field-author=Joseph%20F.%20Hair
http://www.amazon.com/exec/obidos/search-handle-url/102-2437750-0148926?%5Fencoding=UTF8&search-type=ss&index=books&field-author=Joseph%20F.%20Hair
http://www.amazon.com/exec/obidos/search-handle-url/102-2437750-0148926?%5Fencoding=UTF8&search-type=ss&index=books&field-author=Joseph%20F.%20Hair
http://www.amazon.com/exec/obidos/search-handle-url/102-2437750-0148926?%5Fencoding=UTF8&search-type=ss&index=books&field-author=Joseph%20F.%20Hair
http://www.amazon.com/exec/obidos/search-handle-url/102-2437750-0148926?%5Fencoding=UTF8&search-type=ss&index=books&field-author=Joseph%20F.%20Hair
http://www.amazon.com/exec/obidos/search-handle-url/102-2437750-0148926?%5Fencoding=UTF8&search-type=ss&index=books&field-author=Joseph%20F.%20Hair


11th Panhellenic Conference in Informatics 24 

PCA the keywords were reduced to 1642=p 622=q  new real numbered variables. 
Thus, the data matrix used in our experiments consists of vector 
representations of real valued variables

9009=n
622=q , accompanied by one of  GO 

codes.  
12=k

The hold-out validation involved for each classification method the split of the 
dataset to 10 different hold-out samples. The samples were randomly created using 
30% of the total number of documents. Every sample was used for validating the 
classification model constructed by the remaining training dataset. The accuracies of 
the ten different models were averaged in order to have more statistically reliable 
estimation for the overall performance. 

       Table 1. GO codes, Terms and corresponding group number

GO code GO term Group no. 
GO:0006914 Autophagy 1 
GO:0007049 Cell cycle 2 
GO:0008283 Cell proliferation 3 
GO:0007267 Cell cell signalling 4 
GO:0006943 Chemimechanical coupling 5 
GO:0007126 Meiosis 6 
GO:0008152 Metabolism 7 
GO:0007048 Oncogenesis 8 
GO:0006950 Stress response 9 
GO:0006810 Trasnport 10 
GO:0008219 Cell death 11 
GO:0007165 Signal transduction 12 

It is evident from Table 2 that overall the performance of LDA is much better 
(80.32%) than those of MLR (57.4%) and SVM (77.18%). Although, MLR has the 
worst predictive accuracy of the three methods, it has the highest fitting accuracy 
(99.9%) which means that the model is overfitted to the training data. This means that 
MLR can not predict, as accurately as the other two methods, new data which have 
not been used for the training of the model. The 10-fold cross-validation results also 
show that LDA (81%) and SVM (79.38%) perform similarly and much better than 
MLR (60.49%). 

Table 2. Average fitting and predictive accuracy for hold-out experiments. 

Classification method Fitting Accuracy Predictive accuracy 
MLR 99.9% 57.4% 
LDA 93.63% 80.32% 
SVM 96.44% 77.18% 

Table 3 show the precision, recall and F-measure of each GO group, which are 
calculated from the classification matrices (not shown here due to space limitations).  
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In studying the accuracy results (Table 3 & Figure 1), we notice that for MLR 
group 1 (autophagy) has the lowest F-measure (31.8%), whereas for LDA and SVM 
the lowest F-measure corresponds to group 3 (cell proliferation), 57.14% and 26.8% 
respectively. This indicates that LDA can handle better data that are difficult to 
classify. The training dataset is informative about ’cell proliferation’, but the 
information is highly correlated to other GO categories. For example, from the 
definition of ‘cell proliferation’ [Ashburner M. et. al. (2000)], we can see that the 
correlation with ’oncogenesis’ is high and so the two terms are referenced together 
very often. A similar, but negative, correlation exists with ’cell death’.  

                       Table 3. Performance metrics (in %) for MLR, LDA & SVM 

 MLR LDA SVM 
GO Recall Precision F-

meas. 
Recall Precision F-

meas. 
Recall Precision F-

meas. 
1 71.7 20.43 31.8 84.51 100 91.6 71.7 100 83.52 
2 45.49 39.85 42.48 67.35 70.21 68.75 52.1 73.1 60.83 
3 44.66 30.67 36.36 65.98 50.39 57.14 16.5 73.91 26.98 
4 50.82 28.97 36.90 79.63 82.69 81.13 42.86 96 59.26 
5 60.32 66.9 63.44 83.23 88.16 85.62 83.27 75.33 79.1 
6 69 76.95 72.76 88.21 96.86 92.34 90.84 91.85 91.34 
7 58.19 59.22 58.7 76.37 76.37 76.37 74.84 80.2 77.43 
8 50.29 57.14 53.5 78.90 74.42 76.6 89.11 60.53 72.09 
9 53.96 64.11 58.6 78.83 77.32 78.06 77.31 77.54 77.43 
10 63.66 74.82 68.79 87.63 89.12 88.36 87.65 93.11 90.3 
11 65.19 68.21 66.67 81.76 90.55 85.94 78.35 83.71 80.94 
12 55.15 61.68 58.24 82.18 72.15 76.84 81.98 69.46 75.2 

It must be also noted that an important advantage of LDA compared to MLR and 
SVM is that it reduces the number of dimensions of the original data. Since in our 
data the number of independent variables is quite large ( 622=q ) and the number of 
GO codes is , LDA results in only 11 variables (12=k 11=m ), according to Formula 
1. The 11 new variables are ordered in the sense that the first is the most important for 
the discrimination between groups, and so on [Venables W. N. et. al. (2002)] and can 
be used for further analysis and interpretation of the data. For example, it is possible 
to graphically explore the discriminative power of the first two variables of LDA as in 
Figure 2. Figure 2 shows that by plotting the centroids (means) of the 12 groups with 
respect to the first two variables, GO categories 1, 8, and 11 are clearly discriminated. 
Also, GO groups 4 and 5 are further apart from the other groups. Of course, in order 
to classify all the 12 groups it is necessary to combine all the 11 new discriminant 
variables. 
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4. Conclusions 
This work demonstrates that LDA and SVM can be used to facilitate the process of 

automatically assigning a GO category to a biomedical document with very good 
results. MLR, on the other hand, performs significantly less than the aforementioned 
methods. Although LDA is a classical statistical classification method it competes 
very well with SVM, a machine learning method. Furthermore, LDA achieves the 
reduction of the dimensions of the original data, which can help manage and 
understand better the information inside the documents. In the future we would like to 
present extended results on our comparisons and to include more methods, classical 
statistical and machine learning, in our tests. 
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Figure 1. F-measure for each GO group and classification method 
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Figure 2. The discriminative ability of the first 2 variables of LDA  
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