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Abstract—With the emerging and intense use of Online Social been extensively studied with approaches including autioma
Networks (OSNs) amongst young children and teenagers (yogn dissemination of spam like [3], [4], tools used by spammers
sters), safe networking and socializing on the Web has faced to deceive search engines [5] or faking honest behaviors [6]

extensive scrutiny. Content and interactions which are cosidered Alth h th h fficient and thei dicti
safe for adult OSN users, might embed potentially threatenig oug €se approaches are efncient an elr predictio

and malicious information when it comes to underage users. fiis ~ 'esults seem promising, they do not attempt to identify afl p
work is motivated by the strong need to safeguard youngsters tentially dangerous users in real world networks. As it ieiof

OSNs experience such that they can be empowered and awarethe case, spammers manage to mimic honest users’ behavior
The topology of a graph is studied towards detecting the so dad and, by connecting with them, they penetrate the strongly

social bridges, i.e. the group(s) of malicious users and tiresup- ted t of work king it chall ing t
porters, who have links and ties to both honest and maliciougser CONNECEA component of a network making It challenging 1o

communities. A graph-topology based classification schemis identify them.
proposed to detect such bridge linkages which are suspicisufor More specifically, we contemplated the social behaviorghes

threatening youngsters networking vulnerability. The proposed spam users display, in order to increase their impact. We
scheme is validated by a Twitter network, at which potentidy 1, -qceeded to expand the conceptdahgerous or malicious
dangerous users are identified based on their Twitter conneions. . h .
The achieved performance is higher compared to previous edfts, ysers in OSNs, beyond the o_b_wous spam accounts, to facil-
despite the increased complexity due to the variety of group itate the needs of more sensitive OSN users, such as young
identified as malicious. adolescents and childreA motivating scenario would be a
young child that makes a new connection in an OSN with a
user that appears to be connected with other children from

Malicious behavior on the Web has emerged in various ithe same school or neighbourhood. If this new user has
ternet applications including, but not limited to, emaihdees, not explicitly shared malicious content online, convensb
shopping and recommendation platforms, crowdsourcing watetection systems would not provide an alert for this new
sites, mashups and OSNs. Such behavior has heavily impaatednection and that might be justifiable for adult users. But
popular and widely used OSN platforms and applicationfr a kid this might not suffice to protect them from exposure
since they are open and easily accessible large crowds $gruto inappropriate groups of users. Should this new connectio
forming structures such as the social graph [1]. Therefotggave links to spammers or generally malicious users, thd chi
social networks constitute a breeding ground for the spodadcould be exposed to other far more dangerous new connections
malicious behavioral patterns, such as spamming, linkifagm by entering a part of the network with criminal communities.
Sybil attacks (forged profile identities), phishing and éven A young user could also be faced with inappropriate shared
more dangerous pedophile attacks, online grooming, etdri2] content that is being spread in this part of the network. is th
this direction, the social network providers (Twitter, tigram, article we refer to the users that help link spammers to the
Facebook, Flickr, YouTube, etc.), the authorities, as wglflhe core of the network asocial bridges.
scientific community, are invested in analyzing social rmedi Various groups of users tend to follow criminal accounts
data and identifying or even predicting the aforementiongd.g. spam accounts), and they display certain identifiable
behavioral patterns. In order to perform this analysisafl@m behavioral patterns. In [7] criminal hubs and criminal lesv
web-based communities and user generated content needwédce identified as users that follow a large number of crimina
be utilized, such as connections from social-networkitgssi accounts and the ones that have limited connections to the
video sharing sites, blogs, folksonomies, etc. criminal communities respectively. A further categoriaat

In the context of the present article, we conducted af the extracted criminal hubs was conducted by dividing
empirical analysis of the social dynamics of spam accourtteem into social butterflies, social promoters and dummies.
in OSNs and the ways they form connections with the rest Bch of these categories has different motives for follgwin
the network in order to reach tHenest users. The concept criminal accounts, either knowingly or not, and could prove
of spamming in OSNs and the ways to identify it haveeing dangerous themselves. The spam-neighbourhood has

I. INTRODUCTION



been contemplated in [8] and the spam followers have bedowever, the achieved accuracy was only slightly highentha
found to be increasingly influential nodes in a network. the one achieved with the social features alone, meanirtg tha
In this study, we manage to address the aforementionty@ addition of text mining increased the overhead and cempu
issues through: tational cost rather than considerably improving the rtasyl
« The design of an expanded detection framework for mafccuracy. An analogous approach was adopted in [16] where
cious users that identifies both spammers and toeial ~ user demographics, network features and sentiment asaiysi
bridges to the rest of the network. The implementation oposts were combined to identify connections sharing bugjyi
this classification framework relying on the topology ofontent in MySpace threads.

the social graph. This information is already available in Network oriented methodologies present the advantage of
most OSNs, as opposed to private information or shargghuiring limited information about the user including wnl
content that might not be accessible to a user, until thgejr connections in an OSN. This information is often pcilli
new connection is added. In this way alerts can ocCHyailable, and the status of a user (dangerous or not) can
in advance, when a new contact is being added by B assessed based on their network position. A number of
underage user. studies [17], [18], [19] utilize the community Structuredstne

- The addition of thek-shell decomposition concept to topology of the OSN graphs to create user profiles, according
better analyze the topological behavior of spammers in@ their network metrics, such as in-degree, out-degre, ce
network and identify theisocial bridges. Moreover, we trajities, community memberships, etc. and common feature

utilized thek-core numbers as a dlStII’]gUIShlng feature tQhey share with other users (persona' information, a(ﬂs/’”:
yield increased accuracy for our detection framework. shared groups and posts, etc.).

» The combination of sampling ancbst-aware method- [20] user profiles were extracted using the degrees of
ologies to facilitate the classification of malicious and P 9 9

innocent users. This leads to enhanced performancee(ﬁ'fc.h user in a Facebook network, weighted by the_ common
?trlbutes shared between connected nodes. It was infarred

our framework, as compared to using them independently. .
Th t of th ticl p . dg foll PS , tt%s study that a user can to a great extent be characternjzed b
€ rest ol ne article 1S organized as T0lows. SeCliofsar connections in an OSN and even profile features, such
Il summarizes the literature overview; Section Il introgs as educational background, profession, etc., may be peekic
the dataset utilized in this work. Section IV presents tr&om their neighbours’ features. In an analogous attemips, F

?nal?/ss_ Olff outr datafset _and the obtserva_tlons h'?;'sge ;n &l [21] developed the Social Protector, which works from a
opological features ot various user categories, wniidise user’s side to evaluate a Facebook user’'s connectionsingjli

describes the experiments conducted and their resultﬂoﬁecthe users’ shared attributes. However, this system assesbe

VI concludes the article. the existing friend’s network of a user and does not provide
Il. RELATED WORK any indication whether a new connection could be dangerous

There are three basic approaches to the study of malicidfs"ot- Bhat et al. [11] focused on detecting spammers by
behavior in OSNSs: i) focusing on link analysis (URLS, click9r0UPINg users into communities and studying the diffeesnc
streams, etc.) [9] ii) focusing on content mining (hash tag-m in their community-based network features as comp_ared to
ing, comments or status semantics analysis, image progesd'® ones of honest users. The spam behavior was simulated
etc.) [10] iii) focusing on networks features (centraliggn- YS'"N9 Random Link Attack (RLA) model was conducted in a
nectivity, degrees, community detection, shortest pathalis Facebook dataset.
world properties, etc.) [11]. Each of these approaches snine Studies that utilize simulated spam behavior may fail to
different categories of data crawled from online platforims caption the real world dynamic process according to which
an attempt to extract valuable insights on the interratatiomalicious users attach to communities of honest (or inngcen
of the social graph. Link based methodologies often produasers. The notion ofmaliciousness of a user is rather vague,
misleading results, as it is fairly common for honest usettsst thus it is difficult to simulate effectively. Not only a user
redirected to malicious links, which hinders the distirgiumg sharing malicious content should be considered as a damgero
of actual spammers. In [12], [13] systems that rely on coweonnection. Various attempts [22], [23] have been made to
tent information present promising results in detectingnsp define what may constitute a malicious user; Athanassopoulo
cyberbullying and aggressive behaviors by utilizing eittext et al. [22] extensively contemplated different scenarids o
from posts and comments. Such systems are often valuasitiacks that can be performed using Facebook, including but
from the OSN providers’ side to distinguish users distifimit not limited to fake and compromised real user accounts;latta
malicious content, but on the user’s side content inforomati campaigns such as social spam, malware distribution, and
about other users is often unavailable before connectiriy wonline rating distortion. More serious offenses in OSN4 tha
them. include spreading of pedophilic content, online grooming,

An attempt to combine content and network analytics t®exual harassment, cyberbulllying, etc are analyzed if. [24
assign to each user a probability of engaging in cyberbglyi As a result, unified and broad approaches need to be adopted
was conducted in [14], [15]. The combined features proved to identify any potential danger to the various groups of OSN
be better performing than using social or textual featul@sea users.



I1l. DATASET FORMULATION use their connection to the second connected comporest (

For the purposes of our research a subset of an OSN gripRenetrate :chﬁ dense center of the Retwg(ke(j). T?err]efore,
needed to be formulated built around the connections oft4FS€ Spam followers, constituting the majority o 1:[I € Seco
groups of identified malicious users. We opted to experimeffPOnent, can be considered as a dangerous influence espe-

with the Twitter network in particular, due to its opennes&/@ly for the most vulnerable and impressionable usersief t
accessibility and popularity amongst youngsters; in the\USTW'tter network (i.e. children) and constitute tiecial bridges

42% of the teenagers between 15-17 actively use Twitt@f, SPammers. The group of spammers and social bridges will

whilst the popularity in younger kids has risen also reaghirP€ "eferred to asmalicious users.

21% of 13-14 year old kids using Twitter in 2035a subset of  Figure 3 depicts a subsample of spammers and the users
an OSN graph needed to be formulated containing the grodpgy follow but without the social bridges. Consequenthg t

in Figure 1. The Twitter dataset referred in [25] [8] wasigtl SPam nodes become severly disconnected from the major
to formulate our dataset. The original dataset contains e COnnected component. It can be detected that, when theebridg
million users and 2 billion links between those users as wélf€rs are removed from the spammers’ connections they lose
as a set of more than 40,000 identified spammer accoudf§ir access to the core of the network, meaning that the
which have been officially suspended by Twitter. Details ¢S€'S they manage to connect to are not central influential
the dataset can be found hefe From this huge part of nodgs. Asargsult, ir beco.m_es chaIIenglng forthem to irsErea
the Twitter network, we sampled a graph starting from sdbeir connectlpns and their impact. This observatlpn |atd_as
spammer users and extracting their connections accordingft€ dangers innocent users face when connecting with the
the relationships depicted in Figure 1. This process led toSgcial bridges; they become part of the expansive network of
graph containing 303,999 unique users and a total of 1,Q62,gnallcpu§ users increasing the probability of connectirtpw
links between them. The graph constructed is directed,dbadBe criminals (spammers) themselves.

on the "following” relationship of Twitter, and unweighteas
there is no natural measure of relationship strength int&wit

followers.

Other
innocent users
164,419

Users followed
by spammers
(potential
targets)
13,978

Suspended
spam accounts
(spammers)

500

Followers of
spam followers
(innocent users)

121,466

Spam followers
(bridges)

3,636

Fig. 1. Groups of users and their respective sizes in thetd@wgraph built
around a group of spammers.

IV. SocCIAL BRIDGESDETECTION BY SOCIAL GRAPH
ANALYSIS

Firstly, in order to identify the social dynamics of spam-
me_rs and their followers we have isolated these groups aﬂd 2. A subsample of our Twitter graph including the follens of spammers
their followers. We have extracted the connected Compsne@?:) and the SF's followers. Three different componentsewieientified
present in this part of the network using the Tarjan algarithdepicted in black, red and green.

[26]. Then, we calculated the percentages of spammers and

their associated connections that belong to each compokent To further analyze the different topological positioninfy o

can be seen in Figure 2, there are three identified componehts malicious group in the Twitter graph as compared to the

presented withblack , red and green nodes. The majority honest users, we have utilized a set of widely used network

(92%) of the least populated componebiiatk) is comprised features [27]:

of spam users, while theed component contains 87% spam |n-Degree defined as the number of incoming connections

followers and the biggest of the components is mainly (96%fbllowers) a user has.

populated with honest users whom the other two componentyt-Degreedefined as the number of users a node follows

follow. The center of the graph represents the largest ariade %)utgoing connections).

component in this subset of the Twitter graph and, as can b&gqyeeness centralitywhich is equal to the number of

seen in Figure 2, the seemingly unpopular (disconnect@mspgp o test paths from all users to all others that pass thréhagh

users (depicted on the bottom right of the figure withck)  gpacific node (i.e. user). It is a metric indicative of a user
http://www.statista.com/statistics/184307/usagévdfter-among-us- influence in a network. As pr_ewous studies have I.ndlcate.d’

teenagers-by-age-group/ we have confirmed that the bridge users are highly influential
2http://socialnetworks.mpi-sws.org/datasets. html nodes in a graph ranking high in betweeness centrality salue



N2 user categories; the differences are calculated as:

mean(groupl) — mean(group?2)

1)

We observe that the values for the spammer users present
lower values of in-degree and closeness centrality condare
honest users. The social bridges display all the charatiteyi

of influential users with high centralities, as discussedvab

As it is often the case, the social bridges display simikssit
with both honest users and spammers in their topological

features.
30

= :tion s DF —
(%) mean(group2)

20

Difference(%)

Fig. 3. A subset of our Twitter graph including a set of spamnaes (the
isolated nodes) and the users they follow, excluding théakbeidges. The -20
major connected component is depicted in the center.

| Spammers—Honest
Closeness centralitywhich is the mean distance from a e ) I
vertex to other vertices. For our Twitter graph, as it corgdia s . . - -
number of disconnected nodes, we utilized the harmonic mean YQ/@‘ & @f;\ Z@* M* &
to calculate representative values for the closenessatintr ) ¢ e ¢ %

No,des Wlth,a low value in this metric might h_ave k?etter acceé@. 4. Bar chart of the percentage differences for the 6 odvieatures
to information than other nodes or more direct influence Gfongst the 3 identified user groups.
other users of the network.

V. EXPERIMENTS AND RESULTS
Eigenvector centrality is an extension of in-degree cen- . _— . .
trality that awards higher importance to links coming fro After investigation of t.he potential dangerous users In a
more relevant nodes. In other words, a node is importanh(h:%rWItter network, we designed a framework for early iden-

eigenvector value) if it is linked to other important nodes. f|cat|qn of m_aI|C|0us USers based_ on publicly available n
formation, suitable for the protection of underage users in

k-core number [28] defined as the largest integerfor a ogNs, As discussed in sections | and 11, the predictive model
node such that this node exists in a graph where all vertiGegying on the social topology utilizing a user’s connenti@re
have degree-= k. As itis often the case, the nodes belonginghe most appropriate ones for alerting users beforehandtabo
to the highest k-core k..,) comprise a well connectedie gangers of making a new connection with another user.
globally. distributed subset of the netwprk, identified as trbonsequently, we developed a classifier using the six n&twor
nucleus in an analogous study [29] on linkage between weRaqtyres discussed in the section IV for identifying twougs
pages. In the case of Twitter users, #he,. core is comprised s ysers: malicious (spammers and social bridges) and non-
of 72% malicious users and 28% of honest users. This isyfyjicious (honest) ones. The nature of the problem implies
surprising finding indicating that particularly the sodiaidges gealing with highly imbalanced classes, which can severely
are often well connected users that can influence a larggect the performance of the classifier. To tackle thisésst
part of the network. This justifies the spammers tendency {Rewed classes, we have chosen four different approactles an
attach to them in order to approach the majority of honeggmpared the performance of the resulting classifiers.
users. The largest connected component ofithe, — 1 shell The first approach is based on 'SMOTE’ (Synthetic Mi-
(the second largest k-core) constitutes fieer-component (8 nority Oversampling TEchnique), which is widely used for
named in [29]) that is the most well-connected componegkewed classification problems and has been applied specifi-
of the majority of users that remains connected even Wh@guy to spam detection [14]. SMOTE works by over sampling
we remove thék,,.. group. The 88% of the peer-componenthe minority class while under sampling the majority class t
is comprised of honest users and the remaining percentaggate halanced classes for the training dataset. Thagvesw
represents the malicious users. The rest of the graph esntqiy4 |ead to potential overfitting due to the replication of
!ow-connected users that would become entirely discoedectie gata points, thus this approach is completed with added
if the peer-component ankl,,,. were removed. synthetic data points following an analogous behavior & th

In Figure 4 we have summarized the percentage differendeature space of the original training dataset. Another@agh
of the network features discussed above for the three fikshti for skewed classification problems, is cost sensitive iegrn



according to which the misplaced points belonging to th@olumns correspond to the approaches for dealing with the
minority class are assigned a higher penalty than the onewalanced classes and rows to the combinations of features
of the majority class. One more approach was utilized astleat are excluded one at a time to explore their influence
comparison, which is based on rejection sampling and ntgjoron the final result. The classification results for the vasiou
voting [30]. More specifically, cost proportionate rejecti approaches are depicted in Table Il according to the two
sampling from class c of class set C is applied instead aforementioned performance metrics. The best performing
standard sampling in order to generate the appropriaténai combinations for each approach appear in bold. For each
set. According to this method, each data point is indepathdermethod and combination of features we have run the classifier
included or not given the probability P, which is determinedlO times to avoid bias in the selected training and data gkt an
by the misclassification cost of the class and the maximuwe present the average for each of the two metrics.

misclassification cost based on this formula: TABLE |
COSt(C) COMBINATIONS OF FEATURES AND METHODS APPLIED IN THE
P(ec) = 2 EXPERIMENTS
maz[Cost(c)Ve € C]
Features: Lin-Degree | 20ut-Degree | 3.Betweeness Centr
The resampling will be repeated a number of times andS OTE' 4Closeness Centr} 5-2|%‘¥E°t0f Cfl?mf-l 6k-core numbers
. . . . . samplin
the results will be combined to increase the consistency ..@LL Cost sensitive f;arﬁmg
average performance of the classifier. SMOTE&Cost: SMOTE sampling with Cost-sensitive learning
. Probabilistic: Probability based cost proportionate rejection sampling
In our case, we have chosen 70% of our majority class
(non malicious users) as our training set and that lead to TABLE I

i [P ; ; RESULTS IN TWO PERFORMANCE METRIC$F-MEASURES AND
72,709 training data from the majority class. Using eitfer t SENSITIVITY) FOR THE4 APPROACHES EMPLOYED AND MULTIPLE

SMOTE approach or rejection sampling we have generatedomginaTiONS OF FEATURES(EXCLUDING ONE FEATURE AT A TIME)
an analogous set of points from the 70% of the minority class -
(malicious users). The remaining 30% is used as test setewhe SMOTE | Cost | SMOTE&Cost | Probabiliste
the natural imbalance of the classes is preserved. For #te ¢OTfeatures | 0.623 | 0.650 | 0.512 | 0.529 | 0.802 | 0.830 | 0.732 | 0.758
sensiive learning the minorty class was assigned a 10sinei s L 0475 | 0488 | 035¢ | 0353 | 0est | 09z | 0503 0558
higher cost than the majority class, after performing a grfdaiminus 3 | 0.567 | 0.591 | 0.497 | 0.514 | 0.790 | 0.808 | 0.688 | 0.727
search for choosing the optimal cost parameter and weighfy s 6377|635 | 6472 | 625t | Seie | Se3 | 6211 | 620
The 'SMOTE’ approach and the cost sensitive learning Wer&iminus 6 | 0512 | 0.523 | 0.420 | 0.456 | 0.700 | 0.724 | 0.598 | 0.632
applied individually and also as a combination to identHg t
better performing model. In the case of applying the cost- As indicated by the results in Table Il the optimal perfor-
sensitive learning approach individually, the samplindaion mance is achieved for the SMOTE&Cost approach. It appears
the training data was conducted randomly maintaining tiieat the appropriate sampling (i.e. SMOTE) is allowing foe t
natural imbalance of the classes. biggest increase in performance, since in the Cost approach
The above mentioned approaches were combined with \&here no sampling was applied and only different costs were
SVM classifier and in particular the C-SVM classifier fronassigned to each class, the lowest performance was achieved
libSVM 3, which is a widely used library for SVMs. We In addition, the combination of cost sensitive learning and
have opted for an SVM classifier, because it is well combiné&MOTE provides better results than the Probabilistic appino
with sampling methodologies and the C-SVM in particulawhich employs a different sampling methodology and incerpo
allows for efficient cost sensitive learning. The most papul rates the cost-weights of the different classes in the sagpl
metric for evaluating a classifier's performanceacuracy, itself.
but in our case of heavily skewed classes the misclassifiedAs far as the features are concerned, we detect that com-
items belonging to the two classes cannot be weighted gqualiining all of the network features, thereby fully leveragime
A basic majority voting classifier could yield an accuracjopological position of each user, yields the highest penfog
score of more than 95%:; however, that score would not lekassifier in all four approaches. That is to be expected,aae m
representative of its distinguishing power in succesgfidién- detailed representations allow for more accurate claaiic
tifying the malicious users, who constitute a small peragat results. Moreover, the total number of network featuresly o
of the total graph. Hence, we have opted for two differeft, thus not causing a very high-dimensional feature spaate th
performance metrics, thE-measure, which is a combination could lead to overfitting. The most important of the social
of precision and recall, and trsensitivity or true positive rate  features is the closeness centrality (feature 4), as remgovi
for the minority class. this feature results in the lowest achieved performancat Th
In addition, we perform a sensitivity analysis for our choseis to be expected as for graphs containing disconnectedsnode
features and we compare performances when excluding dis@lated spammers or unpopular users followed by spanjmers
feature at a time. The combinations of features and tHee adjusted closeness centrality is the most represemtati

methodologies we have applied are summarized on Tablegmetric for the connectivity and topological position of a
node. The addition of th&-core numbers as a feature also

3hitps:/iwww.csie.ntu.edu.tw/ cjlinlibsvm/ helps improve performance, as the core numbers are 27%




different in malicious users compared with honest ones (sge]
section 1V). Approaches that report analogous performance
with ours, like [11], [14], use either simulated spam bebavi

or calculate performance metrics by averaging the restlts o

both classes, which can yield favorable results. Consetyenl11]
direct comparisons cannot be performed. Our proposed com-
bination of these 6 network features with SMOTE and cost

sensitive learning yields better scores in performanceioset [12]
compared with existing approaches evaluated with ana®gou

performance metrics on real-world datasets [15], whiclthiea[13]
a maximum of 0.760 in sensitivity and F-measure.

VI. CONCLUSION [14]

We have designed a classification based framework using
social network features to identify spam users and thoeiral
bridges, whom they utilize to access the connected compo-
nents of the Twitter graph. The different behavioral paitesf
these two categories of users that pose dangers to parljcul?m]
vulnerable groups of users (such as children) are explardd a
automatically predicted to allow for alerts to occur when a
new connection is added. In the future, we plan to expand
the features used to include semantic or textual informatigL7]
and apply our best performing classification scheme to other

OSNs, as well. (18]
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