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a b s t r a c t 

Online text sources form evolving large scale data repositories out of which valuable knowledge about 

human emotions can be derived. Beyond the primary emotions which refer to the global emotional sig- 

nals, deeper understanding of a wider spectrum of emotions is important to detect online public views 

and attitudes. The present work is motivated by the need to test and provide a system that categorizes 

emotion in online activities. Such a system can be beneficial for online services, companies recommen- 

dations, and social support communities. The main contributions of this work are to: (a) detect primary 

emotions, social ones, and those that characterize general affective states from online text sources, (b) 

compare and validate different emotional analysis processes to highlight those that are most efficient, 

and (c) provide a proof of concept case study to monitor and validate online activity, both explicitly and 

implicitly. The proposed approaches are tested on three datasets collected from different sources, i.e., 

news agencies, Twitter, and Facebook, and on different languages, i.e., English and Greek. Study results 

demonstrate that the methodologies at hand succeed to detect a wider spectrum of emotions out of text 

sources. 

© 2017 Elsevier Ltd. All rights reserved. 
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1. Introduction 

Web 2.0 technologies are increasingly dominating peoples’ ev-

eryday life, such that constant and evolving digital social interac-

tions are produced dynamically. Their impact in society is evident

by the exponential rates of users and their interactions carried out

in popular “mega” social networks platforms, e.g., the daily active

users of Facebook overcome 1 billion ( Sept. 2016 ). 1 Such intense

and large scale online presence is characterized by many behav-

ioral norms driven by people’s emotions and views. The power of

emotion is evident from recent work which documents that con-

tagious effects in online social networks (OSNs) are due to users

emotional states which are often transmitted from real to online

life ( Coviello et al., 2014 ). 

Until recently, emphasis has been placed on capturing hu-

man sentiments by detecting positive and negative opinions

on various text sources. However, since human emotions are

more variable, not necessarily restricted to a dual emotional

standing, a more challenging endeavor is to track and reveal

broader emotions such as anger, joy, etc., since they are power-

ful elicitors and indicators of human motivational and perceptual
∗ Corresponding author. 

E-mail addresses: deppych@csd.auth.gr (D. Chatzakou), avakali@csd.auth.gr 

(A. Vakali), k.kafetsios@psy.soc.uoc.gr (K. Kafetsios). 
1 http://newsroom.fb.com/company-info , 2017. 
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tates ( Roseman, Spindel, & Jose, 1990 ). Ongoing discussion in the

sychological science classifies emotions in terms of at least two

ategories: 

• the basic or primary , i.e., a fixed number of emotions as the

ones we experience instantly as a response to a pleasant (or

unpleasant) stimulus. A widely recognized approach of Ekman,

Friesen, and Ellsworth (1982) identifies six primary emotions,

i.e., ‘anger, disgust, fear, joy, sadness, surprise’. Main character-

istics of primary emotions are their automatic onset and perva-

sive impact on individuals’ cognitive and behavioral outcomes. 
• the social emotions , where a person’s emotions are influ-

enced by her fellows emotions and impact their emotions

too ( Parkinson, Fischer, & Manstead, 2005 ). Indicative social

emotions are the ‘rejection’, and ‘shame’ which have been iden-

tified as quite important in social interactions ( Kafetsios & Ne-

zlek, 2012 ). 

Up to now, effort s in emotion analysis on text sources have

ostly focused on detecting emotions of individuals ignoring the

ocial context’s influence and impact. This work is motivated by

he need to deepen emotional detection by exploiting not only

rimary emotions, but also other facets of emotions such as so-

ial emotions. A full list of emotions from a psychological perspec-

ive is not complete without reference to emotions that are neither

asic or social but that characterize general individual affective

tates, such as feeling anxious, calm, and interest, i.e., emotional

http://dx.doi.org/10.1016/j.eswa.2017.07.044
http://www.ScienceDirect.com
http://www.elsevier.com/locate/eswa
http://crossmark.crossref.org/dialog/?doi=10.1016/j.eswa.2017.07.044&domain=pdf
mailto:deppych@csd.auth.gr
mailto:avakali@csd.auth.gr
mailto:k.kafetsios@psy.soc.uoc.gr
http://newsroom.fb.com/company-info
http://dx.doi.org/10.1016/j.eswa.2017.07.044
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tates that demonstrate a longer duration and cause less intensive

xperiences ( Ekman, 1992 ). Existing work mainly targets in detect-

ng primary emotions without considering the socials ones, while

nly limited work has targeted in detecting those that characterize

eneral affective states. 

The present work proposes an extended emotions analysis ap-

roach which incorporates Ekman’s primary emotions (enabling

omparisons with existing work) together with a wider spectrum

f emotions at which social and more general affective states are

lso considered. We leverage both machine learning and lexicon-

ased approaches which have dominated the literature on this area

o far, under a separate or hybrid scheme. Motivation for build-

ng on a hybrid scheme originates from the fact that the exist-

ng lexicon-based approaches tend to achieve high precision and

ow recall ( Nie, Wang, He, & Sato, 2015 ), while machine learning

pproaches suffer in integrating syntactic with semantic informa-

ion ( El-Alfy, Thampi, Takagi, Piramuthu, & Hannen, 2015 ). In sum-

ary, the main contributions of this work are as follows. 

1. We proceed with a hybrid approach which builds upon ma-

chine learning and lexicon-based approaches, to detect Ek-

man’s primary emotions. To validate such approach and to

compare it to existing work we utilize the SemEval-2007 Af-

fective text competition dataset. 2 

2. We examine distinct approaches to detect social emotions

and those that characterize general affective states in ad-

dition to the primary ones. We experiment with a Twitter

dataset annotated by a crowdsourcing process. 

3. We implement a case study in which explicit (i.e., human re-

ports) versus implicit (i.e., automatic detection of emotions)

emotional experiences are monitored to cross validate re-

sults. The participants’ native language is Greek, and so is-

sues related to the Greek texting habits and the detection of

emotions in non-English texts in general are also considered.

4. We share the annotated Twitter dataset at: http://bit.ly/

2bLgVUP . 

The remainder of the paper is organized as follows. Section 2 re-

iews literature on emotional analysis. Section 3 proceeds with

he data preparation for analysis, while Section 4 presents the

sed datasets. Section 5 overviews the used methodologies.

ections 6 and 7 proceed with the emotions detection, i.e., the pri-

ary ones or the wider spectrum, accordingly. Section 8 presents

he case study, while Section 9 concludes the paper. 

. Previous work 

Existing research on emotion detection out of English text

ources has utilized various data sources which are summarized in

ection 2.1 and heavily depended on machine learning and lexicon-

ased methodologies which are highlighted in Section 2.2 . Also,

entiment detection out of non-English text sources is briefly out-

ined in Section 2.3 . Table 1 shows a comparison of our work to

thers that are most relevant to our problem setting. 

.1. Text sources for emotions analysis 

Microblogging text sources offer a fertile ground for emotion

nalysis since they include interactions of emotional value and in-

ensity. In practice, Twitter text sources have been chosen widely

n the emotions analysis literature, e.g., Wang, Chen, Thirunarayan,

nd Sheth (2012) , Roberts, Roach, Johnson, Guthrie, and Harabagiu

2012) , Mohammad, Zhu, Kiritchenko, and Martin (2015) , primarily

ue to the simplicity and openness of its Application Programming
2 http://nlp.cs.swarthmore.edu/semeval/tasks/task14/summary.shtml . 
nterfaces (APIs). Other OSNs texts of emotional value such as Face-

ook have been used more rarely due to their data accessing lim-

tations. As an example, in Farnadi et al. (2014) authors use Face-

ook data to study the relations between human primary emo-

ions and demographic characteristics. Also, an important num-

er of studies has targeted in detecting emotions from non OSNs

ext sources. For instance, a popular competition was held at the

emEval-2007 ( Strapparava & Mihalcea, 2007 ) addressing the prob-

em of correlating Ekman’s primary emotions and lexical semantics

n news headlines. Thereafter, many other effort s have built upon

hese news headlines to conduct emotional analysis, e.g., Inkpen,

eshtkar, and Ghazi (2009) , Smith and Lee (2013) . 

Since online text sources embed a lot of ‘noise’ (e.g., HTML

ags, stop words, etc.), a preprocessing process is necessary. Data

reprocessing is extremely important as it can significantly im-

act the performance (i.e., the accuracy of the extracted results)

f an applied analysis ( Kotsiantis, Kanellopoulos, & Pintelas, 2006 ).

opular pre-processing approaches are the removal of stop words,

RLs, and punctuations, e.g., Roberts et al. (2012) , Mohammad et al.

2015) , and the tokenization, e.g., Roberts et al. (2012) , Mohammad

t al. (2015) . Authors in Wang et al. (2012) also proceed with the

owercasing of words and spelling correction. 

In the present work, we leverage news headlines provided by

he SemEval-2007 competition dataset to initially detect the ex-

ressed primary emotions. Concerning the detection of the wider

pectrum of emotions, both Twitter and Facebook data sources are

sed as they are among the most popular OSNs. 3 Finally, various

reprocessing processes are considered to ensure that meaningful

nformation will be extracted from the texts under consideration. 

.2. Emotion detection methods 

Lexicon-based (LB) and machine learning (ML) methods are

uite common in emotion analysis. In Kim, Valitutti, and Calvo

2010) authors experiment with different lexicon-based approaches

o detect four primary emotions, i.e., anger, fear, joy, and sad-

ess, from various text sources ranging from fairy tales to news

eadlines (i.e., SemEval data), while in Farnadi et al. (2014) and

ostafa (2013) authors detect emotions out of OSN sources. Fi-

ally, in SemEval-2007 competition ( Strapparava & Mihalcea, 2007 ),

arious lexicon-based approaches are tested to detect emotions in

ews headlines. 

Machine learning in emotion analysis has been applied with

ifferent methodologies, such as Support Vector Machines (SVM),

.g., Inkpen et al. (2009) , Roberts et al. (2012) , Mohammad et al.

2015) , and Logistic Regression ( Mohammad et al., 2015 ). Authors in

nkpen et al. (2009) consider various ML algorithms to detect Ek-

an’s primary emotions in Livejournal’s blog posts and SemEval-

007 data, while in Roberts et al. (2012) and Mohammad et al.

2015) SVM is used to detect emotions on Twitter data. Finally, in

trapparava and Mihalcea (2008) both ML and LB approaches are

sed (under a separate scheme) to detect Ekman’s primary emo-

ions in news headlines. 

In text classification tasks, texts are modeled by many tokens

e.g., words, emoticons, punctuation marks) which make the clas-

ification process quite a hard process ( Zareapoor & Seeja, 2015 ),

.g., increased time complexity due to large data volume. All such

okens can be used as features in a ML classification task. To sim-

lify such a task, a features selection process takes place, i.e., the

election of the particular features that best describe the emotional

alued information out of texts. Various features have been used

n the emotional analysis tasks, as for instance N-grams, punctua-

ion marks, WordNet synsets, emoticons, and emotional words, e.g.,
3 goo.gl/qwoByg, 2017. 

http://bit.ly/2bLgVUP
http://nlp.cs.swarthmore.edu/semeval/tasks/task14/summary.shtml
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Table 1 

Comparison of our work against alternatives. 

Textual sources Emotions detected Methodology 

OSNs No OSNs Primary Social Affective states ML LB Hybrid 

Our work � (twitter, facebook) � (SemEval) � � � � � � 

Wang et al. (2012) � (twitter) � � 

Roberts et al. (2012) � (twitter) � � 

Farnadi et al. (2014) � (facebook) � � 

Mohammad et al. (2015) � (twitter) � � 

Tumasjan, Sprenger, Sandner, and Welpe (2010) � (twitter) � � � 

Kim et al. (2010) � (SemEval, Fairy tales, Isear) � � � 

Smith and Lee (2013) � (SemEval) � � 

Inkpen et al. (2009) � (SemEval, Livejournal) � � 

Strapparava and Mihalcea (2008) � (SemEval) � � � 
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c  
Strapparava and Mihalcea (2008) , Inkpen et al. (2009) , Roberts et al.

(2012) , Mohammad et al. (2015) . 

Here, we experiment with both machine learning and lexicon-

based approaches, either separately or under a hybrid scheme to

exploit their individual advantages towards an overall improved

analysis. Even though hybrid approaches have been used so far

for detecting people sentiments out of text sources with promising

results, e.g., Prabowo and Thelwall (2009) , Khan, Bashir, and Qa-

mar (2014) , Asghar, Khan, Ahmad, Qasim, and Khan (2017) , this is

the first time that a hybrid process is followed in an effort to de-

tect humans’ emotions by considering their online social activity.

The time complexity of the hybrid approach depends on both the

machine learning and lexicon-based approaches. As LB approaches

tend to be relatively fast ( Augustyniak et al., 2014 ), the overall com-

putational complexity is mainly in accordance to the ML process

to be followed, e.g., Decision Tree classifiers tend to be faster than

SVM. Hence, overall, the hybrid approach does not add important

additional time complexity in the emotional analysis process. Fi-

nally, various feature selections are examined to conclude to those

that best describe the available data sources. 

2.3. Multilingual textual online content analysis 

Much research work in sentiment and emotional analysis builds

upon English text content, since mature methodologies and tools

have been developed and shared in this language. A practical ap-

proach to detect sentiments and emotions out of non English

content is to translate foreign text into English. For instance,

authors in Martín-Valdivia, Martínez-Cámara, Perea-Ortega, and

Ureña-López (2013) to detect sentiments on Spanish texts at first

translate them in English by adopting a machine translation tech-

nique. Also, authors in Balahur and Turchi (2014) based on three

machine translation systems, i.e., Google Translate, 4 Bing Transla-

tor, 5 and Moses, 6 proceed with a sentiment analysis process in

3 languages, i.e., French, German, and Spanish. Similarly, authors

in Mohammad, Salameh, and Kiritchenko (2016) translate the Ara-

bic texts to English prior to sentiment analysis. Surprisingly, in all

previous cases the research outcome is that such automated ma-

chine translation systems do not negatively impact on the senti-

ment analysis process. 

In the present research, similar to the previous approaches and

for the needs of our case, original Greek texts translated into the

corresponding English ones by using the popular Google Translate

tool (as in the Balahur and Turchi, 2014 work). The selection of

the Google Translate tool is made due to its increased use in al-

ready existing works, combined with the effectiveness that it has
4 https://cloud.google.com/translate/docs . 
5 http://www.bing.com/translator . 
6 http://www.statmt.org/moses/ . 

w  

e  

t  

t  
emonstrated in translating foreign texts to the English language.

verall, the translation process is followed in this work since based

n previous research effort s the translation systems succeed not to

dversely affect the detection of the sentiments expressed in texts.

However, as it is expected, since the detection of humans’ emo-

ions is a more complicated process than simply detecting the ex-

ressed sentiment, the translation of the foreign texts into the

nglish ones may not always function perfectly. Up to now, al-

hough several well-structured lexicons are available for the En-

lish language, the same is not true for most of the other lan-

uages which makes it difficult to identify the expressed senti-

ents and emotions out of non English text sources by mainly

uilding upon lexicon-based approaches. So, here, due to the lack

f a well-structured and a comprehensive lexicon in Greek lan-

uage we decided to proceed with the translation of the Greek

ources to the corresponding English ones. 

.4. Summary 

Overall, in this paper, we tackle the problem of detecting hu-

an emotions by considering users textual online activity. We

uild on top of previous research and already existing method-

logies, i.e., machine learning and lexicon-based ones, either sep-

rately or in a hybrid mode (based on authors knowledge this is

he first time that a hybrid process is used in order to detect a set

f humans’ emotions), geared to detect an extended set of emo-

ions beyond considering a set of primary ones. More specifically,

hile in previous work the emphasis has been placed on a set of

rimary emotions, with a limited consideration of those that char-

cterize general affective states, here we build on top of them by

lso considering a set of social emotions. 

In an effort to conclude to the best approach for detecting such

n extended set of emotions, as already has been stated, both ma-

hine learning and lexicon-based approaches are tested either sep-

rately or under a hybrid scheme. Based on the analysis presented

n Section 6 , where a set of primary emotions is considered, we

ucceed to improve the overall performance by 13.34% after fol-

owing a hybrid approach, while we also succeed to detect a wider

pectrum of emotions ( Section 7 ) quite satisfactory, considering the

xisting inherent difficulties when analyzing deeper humans’ emo-

ions. 

. Background and fundamentals 

This section summarizes the fundamental concepts and pro-

esses required for some or all of the emotion analytics of this

ork, with an emphasis on the data preparation, the features mod-

ling for the machine learning and hybrid processes and the emo-

ion words specification, to then predict the texts’ underlying emo-

ions. Fig. 1 overviews the features’ modeling process followed by

https://cloud.google.com/translate/docs
http://www.bing.com/translator
http://www.statmt.org/moses/
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Fig. 1. Features modeling for machine learning and hybrid approaches. 
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7 http://wndomains.fbk.eu/index.html . 
8 http://www.umaryland.edu . 
9 In our case, the term document refers to the textual source under examination, 

i.e., tweet, news headline, message exchanged on facebook; so for the rest of the 

paper the terms document and text are used interchangeably. 
oth machine learning and hybrid approaches. After preprocessing

he available text sources, for the machine learning process a set

f features is exploited, i.e., lexicon-based, emoticons, and docu-

ent feature vectors, which are combined (hybrid vector genera-

ion – ML) in order to proceed with the emotion prediction pro-

ess. During the hybrid approach apart from the already extracted

eatures based on the machine learning approach, i.e., hybrid vec-

or generation – ML, both sentimental and emotional features are

sed (extracted based on a lexicon-based approach) for detecting

he emotions expressed in the considered text sources under a hy-

rid scheme (hybrid vector generation). Next sections present in

etail the processes followed for the emotional detection analysis. 

.1. Preprocessing process 

Preprocessing tasks, such as cleaning and tokenization, are re-

uired to maintain a ‘clean’ dataset which is free of noisy data and

hich maintains textual emotional value. Next, we focus on the

asks which have been adopted in this work due to their suitabil-

ty for emotion analysis overall. 

.1.1. Cleaning 

The first step in the preprocessing process is to remove the

oise from the data. As indicated in previous work ( Section 2 ), ini-

ially we remove all stop words, i.e., words which carry no emotion

nformation. These may be pronouns, prepositions, or conjunctions

e.g., ‘a’, ‘is’, ‘are’, ‘by’, ‘for’). Moreover, we remove the URLs, the

umbers, and the punctuation marks. 

.1.2. Tokenization 

The cleaned texts are then tokenized on all whitespace, i.e., we

pit a text into pieces (tokens) using whitespace as separator. Also,

e convert all characters of each word to lower case. 

.1.3. Stemming 

We keep the root (stem) of each word by removing any mor-

hological affixes. For instance, the stemmed word ‘love’ remains

or all of this word’s derivatives – loving, loves, etc. Here, we use

he Porter Stemmer ( Porter, 1980 ) which has been used in senti-

ent/emotional analysis processes, e.g., Khan, Atique, and Thakare

2015) . 
.2. Feature extraction for the machine learning process 

To proceed with an emotional analysis with a machine learning

pproach the feature extraction process is mandatory. Various fea-

ures have been used in the literature ( Section 2.2 ), so we also con-

ider some of them to represent data in a suitable form to proceed

hen with emotion prediction/detection. Apart from the features

resented next, we also experimented with some additional fea-

ures. For instance, the punctuation marks and the uppercase texts

which can be indicative of intense emotional state, e.g., ‘shout-

ng’) were also examined, but they were excluded from the analy-

is as they did not provide any additional value for distinguishing

etween different human emotions (based on the empirical study

onducted in Section 6 ). 

.2.1. Lexicon-based features 

The lexicon-based features build upon emotional lexicons

hich contain words carrying an emotional connotation. A pop-

lar lexical database is the WordNet-Affect ( Valitutti, 2004 ) which

ssigns a variety of affect labels to a subset of synsets in WordNet. 7 

WordNet is a lexical database in English, which groups words

i.e., nouns, verbs, adjectives, and adverbs) to sets of cognitive syn-

nyms, the so-called synsets, and each synset expresses a distinct

oncept. For instance, the synonyms of the word ‘small’ are the

ords ‘little, tiny, and mini’, which belong to the same synset.

verall, WordNet facilitates the following processes: (i) indicates

he semantic relations between words and synsets, and (ii) groups

ords together based on their meaning (synsets). The capturing of

emantic information is important to understand the exact mean-

ng conveyed in a text. E.g., ‘explosion’ is most probably negative

hen is associated with the concept of war, while will be positive

hen is associated with the expression of intensive positive emo-

ions. So, ignoring the semantic information when detecting emo-

ions may lead to inaccuracies. 

WordNet-Affect is WordNet’s extension and includes a subset of

ynsets which represents affective concepts (i.e., emotional states)

orrelated with affective words. For example, the affective con-

ept ‘joy’ is correlated with the affective words ‘amusement, hap-

iness, cheerfulness’. Similar to existing works, e.g., Strapparava

nd Mihalcea (2008) , Wang et al. (2012) , initially we extract all

he WordNet-Affect affective concepts and the correlated affected

ords to be used then as features in our emotional analysis pro-

ess. 

.2.2. Emoticons as features 

Emoticons, i.e., pictorial representation of facial expressions, are

onsidered as features since they are quite popular in OSNs and

hey do carry emotional value. This work exploits this emotion val-

ed piece of information with the use of an emoticons list from the

niversity of Maryland, at which each emoticon is associated with

 score on a [ −1,1] scale, based on how positive or negative is. 8 

hen, all scores are rescaled in the interval [0,1] which shows the

ntensity of the expressed emotion in relation to a specific emoti-

on. 

.2.3. Document feature vectors 

Vector space model ( Salton, Wong, & Yang, 1975 ) is widely used

n information retrieval where each document is represented as a

ector and each dimension of such vector corresponds to a sep-

rate word. 9 This vector size equals to the number of all unique

http://wndomains.fbk.eu/index.html
http://www.umaryland.edu
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words of all texts at hand. If a word occurs in the document then

its value in the vector is non-zero. 

For example, let us consider a dataset, D = d 1 , d 2 , . . . , d n , which

contains N documents and a dictionary, W = w 1 , w 2 , . . . , w m 

,

which contains all the unique words of D dataset (in our case, after

the preprocessing task). Then a document � d i = < w 1 i , w 2 i , . . . , w ni > ,

where w ki represents the weight of k th term in document i . There

are different ways for estimating such weights, as for instance

the binary weighting scheme (which considers only the appear-

ance or absence of a word in a document), the term frequency,

tf , weighting scheme, or the term frequency – inverse document

frequency, it − idf, weighting scheme. The term frequency, tf ( w j ,

d i ), equals to number of times a word, w j , appears in the docu-

ment, d i , while the term frequency – inverse document frequency,

f − idf (w j , d i ) , equals to tf ( w j , d i ) 
∗idf ( w j , d i ), where idf (w j , d i ) =

log N/ |{ d i ∈ D : w j ∈ d i }| . In our case, we use the term-frequency

weighting scheme since it leads to a better performance based on

the study conducted in Section 6 . 

Such document feature vectors, which permit the capturing of

semantic information in the written language, have already been

used in the emotional analysis process, e.g., Sreeja and Mahalak-

shmi (2016) , showing promising results in the effort of detecting

emotions from texts and so, are also used in our emotional analy-

sis process. 

3.2.4. Hybrid features 

Based on previous work ( Giatsoglou et al., 2016 ), here we also

proceed with a hybrid features process that considers lexicon-

based features, with the emoticons features and the document fea-

tures vectors. To be able to proceed with such an approach a vec-

torization technique should be applied to transform the lexicon-

based and the emoticons features to vectors. 

Vectorization of lexicon-based features: each document, d i , is

represented as a vector of size M , where M equals to the number

of the emotional words extracted from the WordNet-Affect lexical

database. So, �
 d i = < ew 1 , ew 2 , . . . , ew m 

>, where each value of the

vector can be one or zero if the emotional word, ew j , exists or not

in the document, accordingly. 

Vectorization of emoticons features: similarly as above, each

document, d i , is represented as a vector of size K , where K equals

to the number of emoticons included in the emoticons list. So,
�
 d i = < e 1 , e 2 , . . . , e k > where each value of the vector can be (0,1]

or zero if the emoticon, e j , exists or not in the document, accord-

ingly. If an emoticon exists in the document, then the correspond-

ing value will be equal to the score of such emoticon in the emoti-

cons list. 

Therefore, after completing the above processes, all documents

(i.e., texts) of our dataset are transformed to vectors which can

then be combined (i.e., concatenation of the lexicon-based, the

emoticons, and the document feature vectors) to conclude to a hy-

brid feature vector. Such hybrid approach permits the considera-

tion of both emotional (i.e., first two types of features) and seman-

tic (i.e., document feature vectors) information in the emotional

analysis process. 

3.3. The lexicons-based approach 

Here, we focus on the lexicon-based (LB) approach and we

initially present the building of a set of representative emotions,

while then we describe attributes that will be considered in the

emotional analysis via the lexicon-based process. 

3.3.1. Building the representative emotions 

To build upon a LB approach in an emotional analysis pro-

cess a mandatory step is the extraction of representative emo-

tions for each one of the primary, social, and the emotions which
haracterize affective states. The representative emotions further

escribe and triggered by the primary emotions, the social ones,

nd those that characterize general affective states ( Becker-Asano

 Wachsmuth, 2009 ). For instance, the primary emotion of ‘joy’ is

n instant emotional state, while the representative emotion ‘re-

ief’ is an emotional state that has been triggered from the ‘joy’

motion. In summary, representative emotions are a set of emotion

ords correlated with a primary, social, or an emotion that charac-

erizes an affective state. So, to capture the emotions that exist in a

ext initially we detect a text’s representative words, while then we

ap the existing representative words to the primary emotions,

he social ones, or those that characterize affective states. 

To create such a set of representative words we use the

ordNet-Affect lexical database, which contains a list of words

hat further describe each of the primary emotions, social ones, or

hose that characterize an affective state. But as such list is quite

imited, we also use the WordNet lexical database to extract the

ynsets of each word included in the representative set of words. 

In addition to WordNet-Affect and WordNet lexical databases,

s far as the primary emotions, we also consider the NRC

ord-Emotion Association Lexicon (EmoLex) ( Mohammad & Tur-

ey, 2010 ) corpus for building a set of representative words.

moLex is an emotional lexicon which contains a list of English

ords and their associations with eight primary emotions: ‘anger,

isgust, fear, joy, sadness, surprise, trust, and anticipation’. As it is

 quite popular lexicon, especially in the sentiment analysis field,

.g., Kiritchenko, Zhu, and Mohammad (2014) , Tang et al. (2016) ,

nd due to its included associations from words to emotions, it

as been considered in the process of building a set of represen-

ative words for each primary emotion. The same process is not

pplied for the social emotions or those that characterize general

ffective states, as the EmoLex lexicon does not consider such emo-

ions throughout its associations. 

.3.2. Contextual valence shifters 

Even though some terms in a text tend to be clearly positive or

egative, there are those that influence the emotions intensity of

uch positive or negative words. These words are known as con-

extual valence shifters and two popular types are the intensifiers

nd negations ( Polanyi & Zaenen, 2006 ). By intensifiers we refer

o words acting as either amplifiers (e.g., very, much) which in-

rease the intensity of the associated emotion, or as the so called

owntowners (e.g., hardly, scarcely) which decrease it. By nega-

ions we mean the action of negating an associated emotion. Here,

e use a predetermined list of negations, such as “not”, “never”,

no”, “none”, “not”, “cannot”, etc. As contextual valence shifters af-

ect or even alter the intensity of an associated emotion they have

een considered in the applied emotion detection process. 

.3.3. Emoticons 

As the use of emoticons in computer-mediated communication

s a way of expressing emotions ( Derks, Bos, & von Grumbkow,

008 ), we associated each primary, social, and those that char-

cterize affective states emotions with the list of emoticons pre-

ented in Section 3.2 . To map such emoticons to the emotions un-

er examination a manual process was followed. 

.4. Feature extraction for the hybrid approach 

To proceed with the hybrid approach, apart from the features

resented in Section 3.2 we also consider the sentimental features,

hich indicate how positive, negative, or neutral a text is, and

he emotional features, where we consider the intensity of each

rimary, social, and emotions which characterize general affective

tates (see Section 5.3 for the features extraction process). 
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Fig. 2. Distribution of emotions. 

e  

e

 

4  

o  

w  

s  

fi  

i  

t  

c  

t  

a  

c  

s  

t  

L  

b  

a  

e  

u  

s  

m  

u

5

 

t  

i  

t  

r  

b  

l  

t

5

 

i  

s

 

(  

i  

t  
As both the sentimental and emotional features will be com-

ined with the features presented in Section 3.2 , similar to the hy-

rid features process , a vectorization technique should be applied. 

Vectorization of sentiment features (SF): each document, d i , is

epresented as a vector of size S , where S equals to 2, i.e., to posi-

ive and negative scores. So, � d i = < pos, neg >, where each value of

he vector can be [0,1] depending on how positive or negative is

he expressed sentiment in the document. 

Vectorization of emotional features (EF): each document, d i , is

epresented as a vector of size E , where E equals to the number of

he emotions under consideration. For instance, considering only

he primary emotions, E = 6 , while if the social and the emotions

hat characterize general affective states are also considered then

 = 12 . So, � d i = < em 1 , em 2 , . . . , em e > where each value of the vec-

or can be on a [0,1] scale, depending on the intensity of the cor-

esponding emotion in a document. 

. Dataset and study setups 

This work exploits various datasets which are used at its differ-

nt experimentation phases and setups. Next, we summarize these

atasets and study setups to increase comprehension of the next

ection’s methodologies. 

.1. Detecting primary emotions 

The initial study setup serves as a baseline for comparisons

ith the existing state-of-the-art approaches and prior to proceed-

ng with the wider spectrum of emotions detection. Here, we ex-

eriment with the SemEval dataset due to its popularity in already

xisting emotional analysis work, e.g., Strapparava and Mihalcea

20 07) , Inkpen et al. (20 09) , Smith and Lee (2013) . It is available

nder two separate datasets, i.e., the training set which consists of

50 annotated headlines, and the test set which is comprised of

,0 0 0 annotated data. 10 The included headlines are annotated in a

ix scale based on Ekman’s six primary emotions. 

.2. Detecting a wider spectrum of emotions 

In this study setup we proceed with the detection of social

motions and those that characterize general affective states in

ddition to the primary ones. As discussed in the introduction,

he consideration of all such emotions is especially valuable as

hroughout social communications the emotions of one are impor-

antly affected from those of others. Here, we proceed with a Twit-

er dataset, where based on Twitter streaming API 11 we randomly

ollected a set of 3,0 0 0 tweets in English. The random selection of

weets was made to ensure that our method does not only apply

o a specific domain or topic of interest. 

The 3,0 0 0 tweets were then annotated based on the expressed

motions by following a crowdsourcing process. To perform the

weets annotation we developed a web application at which the

sers were able to characterize a tweet by selecting only one spe-

ific emotion among a list of twelve emotions: (i) primary – ‘anger,

isgust, fear, joy, sadness, surprise’, (ii) social – ‘enthusiasm, re-

ection, shame’, and (iii) emotions that express affective states –

anxiety, calm, interest’. Tweets that did not bear an emotion for

he user could be characterized as neutral. Fig. 2 shows the dis-

ribution of emotion categories as reported by the annotators. We

bserve that most texts have no emotion (28%) which is quite rea-

onable as in many cases Twitter serves as a mean of broadcast-

ng news ( Bhattacharya & Ram, 2015 ). Overall, the most common
10 http://nlp.cs.swarthmore.edu/semeval/tasks/task14/data.shtml . 
11 https://dev.twitter.com/streaming/ . b
motions are the joy with 16%, the enthusiasm with 14%, and the

motion of anger with 9%. 

Each dataset item (i.e., Twitter post) was annotated by overall

 annotators, not necessarily by the same ones, to reduce chance

f biased annotators in their declaration of emotions. Annotators

ere instructed to characterize the text sources based on the in-

tant emotion they experienced once they read the text for the

rst time. The majority vote of annotations was used for creat-

ng the final annotation labels. If no majority vote could be de-

ermined (i.e., if all annotators assigned a different category), the

orresponding tweet was excluded from the dataset, concluding in

he end to 2,246 tweets out of the initial 3,0 0 0 ones. To evalu-

te the overall degree of agreement among the annotators we cal-

ulated the inter-rater agreement using the Fleiss’ kappa 12 mea-

ure ( Fleiss, 1971 ). The overall kappa value equals to 26.24%, while

he inter-rater reliability measure equals to 0.66, which based on

andis and Koch (1977) can be characterized as a fair agreement

etween the annotators. Even though 26.24% it is not a very high

greement, it can be considered quite satisfactory as without the

xistence of vocal inflections or physical gestures it can be tough to

nderstand the emotions expressed in texts (e.g., sarcasm, cold or

erious tone) ( Fagerberg, Ståhl, & Höök, 2004 ). Also, this fair agree-

ent among annotators further indicates the existing difficulties of

nderstanding the underlying emotions out of texts. 

. Emotion detection methodologies 

As indicated in the introduction, lexicon-based approaches tend

o result in high precision and low recall, while machine learn-

ng approaches do not consider the syntactic and semantic at-

ributes, so both approaches embed emotions misinterpretation

isks. Thus, a hybrid process which builds on the advantages of

oth approaches is proposed. Next, we outline both the machine

earning and the lexicon-based approaches, concluded in the end

o the hybrid one. 

.1. Emotion classification with machine learning 

Here, we outline the machine learning approach, and overview

ts main processes/phases ( Fig. 3 ), which will be followed in both

tudy setups. 

In each machine learning approach a training set is required

 PHASE M1 ), namely a set of text entities for which the underly-

ng emotion is already known. A machine learning algorithm uses

he training data to identify the properties that are indicative for
12 Statistical measure to assess the reliability of agreement between a fixed num- 

er of raters. 

http://nlp.cs.swarthmore.edu/semeval/tasks/task14/data.shtml
https://dev.twitter.com/streaming/
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Fig. 3. Overall machine learning process. 
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each emotion to predict then the emotions of new texts ( Chatzakou

& Vakali, 2015 ). Having preprocessed the available text sources,

as presented in Section 3.1 , we proceed with the model represen-

tation phase ( PHASE M2 ), which involves the features selection

for representing the preprocessed texts. Here, we build upon fea-

tures presented in Section 3.2 . Finally, the machine learning algo-

rithm phase includes the selection of the machine learning algo-

rithm/classifier ( PHASE M3 ) which best detects the emotion ex-

pressed in new texts. We consider various classifiers, either prob-

abilistic, tree-based, statistical-based, or ensemble ones. For all

the empirical parts presented in Sections 6 , 7 and 8 we use a

widely used machine learning software, i.e., the WEKA data min-

ing toolkit. 13 WEKA was selected since on the one hand it is freely

available under GNU General Public License, while on the other

provides an easy access to a large collection of different data min-

ing algorithms. 

5.1.1. Probabilistic classifiers 

Probabilistic classifiers ( Friedman, Geiger, & Goldszmidt, 1997 )

are among the most popular classification models. They are based

on the Bayes rule to estimate the condition probability of a class

label y , based on the assumption that such probability can be de-

composed into a product of conditional probabilities: 

P r (y | x ) = P r (y | x 1 , x 2 , . . . , x n ) , 
where x = (x 1 , x 2 , . . . , x n ) is the n -dimension feature vector. 

We experiment with various probabilistic classifiers, such as

Naive Bayes (NB) and BayesNet. Our results suggest that the for-

mer demonstrates the best performance. 

5.1.2. Tree-based classifiers 

Tree-based classifiers are considered relative fast compared to

other classification models ( Quinlan, 1986 ). They consist from three

types of nodes, i.e., the root node , the internal nodes , and the leaf

node . The root node has no incoming edge, and zero or more out-

going edges. Each internal node has one incoming edge and two

or more outgoing edges. Finally, the leaf node has one incoming

edge and none outgoing edges. Both the root and each internal

node are considered as the feature test conditions, where in the

simplest form each test corresponds to a single feature, for dis-

tinguishing data based on their characteristics. On the other hand,

the leaf nodes correspond to the available classes, i.e., in our case

to the emotions under examination. 
13 http://www.cs.waikato.ac.nz/ml/weka/ . 
Here, we experiment with various tree-based classifiers, e.g.,

48, Random Forest, NBTree, and LADTree. 

.1.3. Statistical-based classifiers 

This family of classifiers comprises a set of widely known clas-

ifiers, such as Support Vector Machine (SVM) and Logistic Regres-

ion (LR). Here, we experiment with both such classifiers. SVM sep-

rate the different classes of data by a hyperplane, while the ob-

ective is to maximize the margin between classes ( Burges, 1998 ).

s far as the LR ( Kleinbaum & Klein, 2010 ), is a regression model

hich learns the conditional distribution P ( y | x ) by extracting a set

f features from the input x , combining them linearly and then ap-

lying a function to this combination for predicting the class y . 

.1.4. Ensemble classifiers 

To overcome the deficiencies of each classifier we proceed

ith ensemble classifiers, i.e., combination of multiple classi-

ers ( Chatzakou & Vakali, 2015 ). The decisions of each individual

lassifier are combined typically by a weighted or unweighted vot-

ng. Under the ensemble classifiers the classification results are

ess dependent on peculiarities of a single classifier as the un-

orrelated errors of individual classifiers can be eliminated by av-

raging ( Dietterich, 20 0 0 ). Here, different types of ensemble clas-

ifiers are tested: (i) J48, Naive Bayes, (ii) J48, NBTree, (iii) J48,

ADTree, (iv) J48, LADTree, Random Forest, (v) J48, Random For-

st, Naive Bayes, (vi) J48, Random Forest, and (vii) J48, LADTree,

ayesNet. For all the above cases the decision is based on both

he non-weighted majority vote ( MV ) and the Maximum Probabil-

ty ( MP ) scheme. Also, bootstrap aggregating ensemble based pro-

esses are followed, i.e., bagging with J48 and Random Forest as

ell, since they often lead to a good performance. Finally, a well

nown ensemble-based algorithm is the Adaptive Boosting ( Ad-

Boost ) which extends boosting to multiclass and regression prob-

ems. Here, we proceed with the AdaBoost M1 method with the

48, Random Forest, and Naive Bayes classifiers. 

.1.5. Evaluation 

We assess our results based on the precision (Prec.), 14 recall

Rec.), 15 and F1-score ( F 1). The F 1-score, also known as F 1-measure,

onsiders both the precision and the recall scores to compute its

core 16 and so it shows the balance between them. Thus, the F 1-
14 Precision = #true_positive / (#true_positive + #true_negative). 
15 Recall = #true_positive / (#true_positive + #false_negative). 
16 F 1-score = 2 ∗((precision ∗recall) / (precision + recall)). 

http://www.cs.waikato.ac.nz/ml/weka/
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Fig. 4. Overall lexicon-based process. 
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core is used as indicator for evaluating the overall performance of

he examined approaches. 

.2. Emotion extraction based on a lexicon-based approach 

Lexicon-based approaches adopt lexicons to proceed with emo-

ion detection by counting and weighting meaningful words, i.e.,

ords that carry emotional information. Contrary to the ma-

hine learning approach that merely detects the emotion ex-

ressed in a text, lexicon-based approaches can also capture the

ntensity of the underlying emotions. Since human emotions vary

reatly in intensity, the exclusion of such aspect from the analy-

is may lead to misinterpretations of empirical finding ( Reisenzein,

994 ). To cover such emotions intensity detection, we also im-

lement a lexicon-based approach. Based on authors’ previous

ork ( Chatzakou, Koutsonikola, Vakali, & Kafetsios, 2013 ), after

exts’ preprocessing ( Section 3.1 ), next the emotional concepts de-

ermination ( PHASE L1 ) and the emotions intensity spotting ( PHASE

2 ) phases take place ( Fig. 4 ). 

In the emotional concepts determination we extract the set of

he representative emotions (see Section 3.3 ) to further describe

he primary emotions, the social ones, and those that character-

ze general affective states. As far as the emotion intensity detection

hase, it involves two processes, the estimation of a word’s senti-

ent score and the overall text’s emotion. With the word’s senti-

ent score estimation process we detect how positive or negative

 word is (for all words of a text), i.e., we capture its intensity, to

roceed then with the emotions detection process. 

.2.1. Word’s sentiment score 

There are various sentiment lexicons, i.e., lists of words and/or

hrases with associations to positive and negative scores which in-

icate the intensity of the expressed sentiments ( Kiritchenko et al.,

014 ). The EmoLex, the MPQA Subjectivity Lexicon ( Wilson, Wiebe,

 Hoffmann, 2005 ), and the SentiWordNet ( Baccianella, Esuli, & Se-

astiani, 2010 ) are some indicative examples. Here, we use the

entiWordNet lexicon which is already used in the literature, e.g.,

ao, Lei, Wenyin, Li, and Chen (2014) , which assigns scores to its

ords based on how positive or negative they are in a [0, 1] scale.

Within a text, apart from the nouns, there are also the adverbs,

r adverbial phrases (i.e., intensifiers) that strengthen/weaken the

eaning of the word in which they refer to and show empha-

is, and so they can importantly affect the intensity of the ex-

ressed emotion. To include such intensifiers in the estimation of a

ord’s sentiment score, based on the set of intensifiers presented

n Section 3.3 , the overall sentiment score of a word, et ir , associated

ith an intensifier, intens j , is as follows: 

efinition 1. The intensifier aware word score. 

 Score (et ir ) = ‖ (1 + score (intens j )) ∗ score (et ir ) ‖ 
Similarly, negations (see Section 3.3 ) which tend to negate an-

ther word are considered in the estimation of a word’s sentiment

core, as follows: 

efinition 2. The negation inclusion word score. 

 Score (et ir ) = ‖ 1 − score (et ir ) ‖ 

.2.2. Overall text’s emotion 

Following the previous process, we derive the sentiment score

f all words within a text, and so, we can proceed with the detec-

ion of a text’s overall emotions. The followed approach is based

n the assumption that the representative emotions can determine

he emotions expressed in a text by estimating the similarity be-

ween emotional words within a text and the representative words

f each emotion. 

Based on authors previous work ( Chatzakou et al., 2013 ), the

verall score between a text t i and a emotion e j is estimated based

n the term-frequency ( tf ) similarity measure for each emotional

ord et ir of the t i text. The tf ( et ir , e j ) is defined as the number of

he representative words of emotion e j that matches the emotional

ord et ir . So, the overall score of a text source for each emotion is

efined as: 

efinition 3. Overall score for each emotion. 

core (E i ) = 

∑ 

∀ et ir ∈ ET i 
t f (et ir , e j ) ∗ W Score (et ir ) √ ∑ 

∀ et ir ∈ ET i 
t f ( et ir , e j ) 2 

As in a text multiple emotions can be expressed, we have to

onclude to the one that can best describe the text under exam-

nation, i.e., predicted emotion. So, the emotion with the highest

verall score is considered as the ‘predicted’ one. 

.2.3. Evaluation 

Similar to the machine learning process, here, the precision, re-

all, and F 1-score are used for the evaluation process. 

.3. A hybrid approach for emotion detection 

To overcome deficiencies of the lexicon-based and machine

earning approaches, we proceed with a hybrid process ( Fig. 5 ). Our

ntuition is that the intrusion of sentimental and emotional fea-

ures extracted with a lexicon-based approach into the machine

earning process will permit the more accurate detection of the ex-

ressed emotion in a text ( testing hypothesis ). 

Initially we proceed with a lexicon-based approach to extract

wo types of features, i.e., the sentimental and the emotional ones

 Section 3.4 ). So, in this case, the lexicon-based approach is used

or the feature extraction process and not for detecting a text’s un-

erlying emotions. To extract the sentimental features we follow a

exicon-based approach similar to the one described in Section 5.3 .
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Fig. 5. Hybrid process. 

Table 2 

Results based on a different list of representative words. 

Anger Disgust Fear Joy Sadness Surprise 

WN WN-EL WN WN-EL WN WN-EL WN WN-EL WN WN-EL WN WN-EL 

Prec. 23.26 25.00 62.50 5.97 89.66 81.25 73.77 72.34 60.42 69.49 46.67 50.10 

Rec. 15.87 12.70 19.23 46.15 16.77 8.39 12.47 9.42 28.43 20.10 3.63 3.63 

F 1 18.87 16.84 29.41 10.57 28.26 15.20 21.33 16.67 38.67 31.18 6.73 6.76 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

Table 3 

Overall average results for all the systems under exam- 

ination. 

Prec. Rec. F 1 

SWAT 19.46 8.61 11.57 

UA 17.94 11.26 9.51 

UPAR7 27.60 5.68 8.71 

WN-Affect presence 38.25 1.54 4.00 

LSA single word 9.88 66.72 16.37 

LSA emotion synset 9.20 77.71 13.38 

LSA all emotion words 9.77 90.22 17.57 

Our approach 59.38 16.07 23.88 
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Instead of using SentiWordNet as a lexical source, we also ex-

perimented with additional lexicons, i.e., the Opinion Lexicon ( Hu

& Liu, 2004 ), the Multi-Perspective Question Answering (MPQA)

subjective lexicon, the Harvard General Inquirer ( Stone, 1966 ), and

the Sentiment140 lexicon ( Mohammad, Kiritchenko, & Zhu, 2013 ).

We concluded to Sentiment140, which includes 62,468 unigrams,

677,698 bigrams, and 480,010 non-contiguous pairs, as by using it

we succeeded the best F 1-score, based on the primary emotions de-

tection study setup ( Section 6 ). 

Both sentimental and emotional features (after the vec-

torization process) combined with the features presented in

Section 3.2 are used in the machine learning process to finally de-

tect the emotion of a new text. 

6. Study I: primary emotions detection 

The first study setup serves as a baseline as we compare our

methodologies with the already existing ones, by using Ekman’s

primary emotions, i.e., anger, disgust, fear, joy, sadness, and sur-

prise. Initially, we experiment with the lexicon-based approach,

followed by the machine learning process, to finally conclude to

the hybrid one. Similar to the SemEval-2007 Affective text task, our

objective is to classify news headlines extracted from news web-

sites. 

6.1. Results based on a lexicon-based approach 

We build upon two processes to extract the set of repre-

sentative words for each primary emotion ( Section 5.3 ), i.e., the

WordNet-Affect, either combined (WN-EL) with the EmoLex cor-

pus or not (WN). Table 2 shows that the WF-Affect lexicon itself

achieves better recall in most cases, while when it is combined

with the EmoLex corpus there are cases with a higher value in pre-

cision. Overall the F 1-score in almost every emotion under exam-

ination is higher when following the WN process, so in the next

experiments we proceed with the representative words extracted

with the WordNet-Affect lexical database. 

To evaluate the performance of the followed lexicon-based

approach we compare our results with previous research: (i)

SemEval-2007 Affective-task ( Strapparava & Mihalcea, 2007 ) com-

petition, and (ii) the work of Strapparava and Mihalcea (2008)

where various approaches are examined. All the presented ap-

proaches are evaluated on the test set of 1,0 0 0 newspaper head-

lines ( Section 4 ). From Table 3 we observe that our lexicon-based

approach achieves the best precision, 59.38% , while it is impor-

tantly behind from the LSA ALL EMOTIONS WORDS approach in
erms of the recall. In overall, we succeed the best F 1 score with

n increase of 6.31% from the second best approach. 

.2. Results based on a machine learning process 

With the hybrid features presented in Section 3.2 , we evaluate

he classifier families presented in Section 5.1 , either individually

r as part of an ensemble. Specifically in the documents features

ectors we use the tf weighting scheme for estimating the weights

f each term, w ki , in a document, d i , as it leads to a better F 1 score

n relation to the binary and t f − i f d weighting schemes. 

Here, we present the results for all tested classifiers. In the

raining process we use the 250 headlines from the SemEval-2007

ataset, and for testing the rest 1,0 0 0 headlines from the same set

f data. 

From Table 4 we observe that the best precision is obtained

ith the ensemble classifier ‘J48, LADTree, BayesNet – Majority

oting’ classifier, 54.40% . The ensemble approach (J48, RF – Max-

mum Probability) results to the best recall, 40.60% , while the Lo-

istic Regression classifier outperforms in respect to the F 1-score,

4.20% . 

.3. Hybrid approach – hypothesis testing 

In this section, the hybrid approach, and consequently the main

ypothesis, is tested. Regarding the machine learning process, we

se the model extracted by the ensemble classifier, while we build

pon the lexicon-based approach which uses the WordNet-Affect

exicon to extract the set of representative words. 

Table 5 shows the weighted average precision, recall, and F 1-

core. In overall, we obtain the best performance when we have

oth sentiment and emotional features as input in the machine
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Table 4 

Initial results of emotional classification. 

Avg. prec. (%) Avg. rec. (%) Avg. F 1 (%) 

NB 34.20 39.20 33.70 

BayesNet 13.00 36.00 19.10 

SVM 31.80 36.50 30.70 

LR 34.00 34.80 34.20 

J48 33.20 39.80 30.50 

RF 34.40 37.50 31.00 

NBTree 33.50 36.70 20.50 

LADTree 53.70 40.00 27.50 

J48 Bagging 33.60 40.20 30.10 

RF Bagging 32.00 38.10 28.90 

J48 AdaBoost 33.20 39.80 30.50 

RF AdaBoost 37.70 40.00 30.70 

NB AdaBoost 31.20 35.20 31.50 

J48, NB – MV (MP) 34.70 (35.80) 39.10 (39.60) 32.40 (33.30) 

J48, NBTree – MV (MP) 35.00 (33.20) 37.40 (39.60) 26.00 (30.10) 

J48, LADTree – MV (MP) 39.90 (34.40) 39.60 (39.90) 29.70 (30.10) 

J48, LADTree, RF – MV (MP) 38.40 (34.40) 40.00 (40.40) 29.70 (31.40) 

J48, RF – MV (MP) 32.40 (34.20) 37.90 ( 40.60 ) 30.40 (31.70) 

J48, RF, NB – MV (MP) 35.20 (35.90) 40.30 (39.80) 33.60 (33.60) 

J48, LADTree, BayesNet – MV (MP) 54.40 (34.40) 40.01 (39.90) 27.50 (30.10) 

Table 5 

Overall results with the hybrid approach. 

Avg. prec. (%) Avg. rec. (%) Avg. F 1 (%) 

EF + J48 + RF − Maximum Probability 43.70 44.90% 38.10 

SF + J48 + RF − Maximum Probability 42.50 35.10 31.70 

EF + SF + J48 + RF + Maximum Probability 47.50 42.00 42.40 

NB trained on blogs 12.04 18.01 13.22 

CCG-based system 42.68 23.70 28.97 

Table 6 

Performance over the six emotional categories 

(EF + SF + J48 + RF − MP). 

Prec. (%) Rec. (%) F 1 (%) 

Anger 18.80 4.80 7.60 

Disgust 37.50 24.00 29.30 

Fear 52.00 25.30 34.10 

Joy 65.60 49.20 56.20 

Sadness 44.50 47.50 46.00 

Surprise 24.30 50.80 32.80 

Avg. 47.50 42.00 42.40 
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earning process, i.e., 42.40% . Despite the fact that without the

onsideration of the emotional and sentiment features the best

erformance is obtained by simply using the Logistic Regression al-

orithm ( 34.20% ), under the hybrid scheme the best performance

s achieved by following an ensemble approach ( Table 5 shows the

est obtained results after experimenting with the different ma-

hine learning approaches). Comparing the hybrid approach with

ur lexicon-based and machine learning processes, we observe that

n overall there is an increase of 8.20% in the F 1-score. So, with

he hybrid approach the overall performance of the emotional de-

ection process is significantly improved, which confirms the hy-

othesis testing. 

Compared to the already existing systems, we observe that the

ybrid approach has an increase of 4.82% in the precision value,

8.3% in the recall, while also the overall performance predomi-

ates by 13.43% . Deepening even more in each primary emotion

 Table 6 ), we observe that almost in all cases (except of the anger

motion) the F 1-score is quite satisfactory. Joy, followed by the

motion of sadness performed the best with 56.20% and 46.00%

 1 score, respectively. The emotion of anger yields the worst re-

ults in relation to all other emotions with only 7.60% F 1 score,
hich is also the case when we only use the lexicon-based ap-

roach ( Table 2 ). Concerning the disgust emotion it has a moderate

erformance with 29.30% F 1 score. 

The results obtained either with the lexicon-based, machine

earning, or hybrid approach highlight the difficulties exist in de-

ecting with high accuracy human emotions out of texts. This can

e justified by the fact that in the written word we cannot eas-

ly consider important aspects of humans expressions, such as the

arcasm or the more serious or cold tone. Such aspects are mainly

ransmitted to the interlocutor via the vocal tone which is char-

cterized from the corresponding emotional nuance. Despite the

bove obstacles the results obtained with the hybrid approach in-

icate that if we succeed to improve each approach separately the

verall performance will be further improved. For instance, the in-

rusion of more semantic aware features in the machine learning

pproach ( Chatzakou, Passalis, & Vakali, 2015 ) may lead to an en-

anced performance. 

. Study II: capturing a wider emotions spectrum 

In the second study setup we proceed with the detection of a

ider spectrum of emotions by considering social emotions and

hose that characterize general affective states in addition to the

rimary ones. For the experiments reported in this section we use

he dataset collected from Twitter. 

Due to the confirmation of the hypothesis testing (see

ection 6.3 ), here we proceed with a hybrid approach for the emo-

ions detection process. Initially, we present the results obtained

ith the lexicon-based approach as its sentiment and emotional

eatures will then be used as input in the machine learning pro-

ess, while then we proceed with the evaluation of the hybrid ap-

roach. 



328 D. Chatzakou et al. / Expert Systems With Applications 89 (2017) 318–332 

Fig. 6. Results of a lexicon-based approach upon 12 emotion categories. 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

Table 7 

Machine learning based results over both basic and social emotions. 

Avg. prec. (%) Avg. rec. (%) Avg. F 1 (%) 

EF + NB 32.90 20.00 22.30 

EF + J48 34.70 39.00 34.20 

EF + SVM 34.00 36.30 33.80 

EF + LR 37.30 38.80 32.20 

EF + J48 + RF − MP 34.60 37.90 34.50 

SF + NB 32.20 32.20 32.00 

SF + J48 29.90 34.50 30.40 

SF + SVM 33.40 35.80 32.20 

SF + LR 35.70 38.00 32.50 

SF + J48 + RF − MP 30.50 34.80 31.00 

EF + SF + NB 33.70 22.10 23.40 

EF + SF + J48 32.80 37.30 33.50 

EF + SF + SVM 34.50 36.80 34.20 

EF + SF + LR 40.10 38.80 32.20 

EF + SF + J48 + RF − MP 33.00 37.40 33.70 
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7.1. Emotions detection with the Lexicon-based approach 

Based on the process presented in Section 5.3 , first we build the

set of the representative words for the social emotions and those

that characterize general affective states (use of the WordNet-affect

lexical database, Section 3.3 ) in addition to the primary ones. Then,

a lexicon-based approach is followed to detect the wider spectrum

of emotions out of tweets. Fig. 6 depicts the precision, recall, and

F 1-score. 

We observe that the emotion of anger performs best with

47.72% F 1 score, while the interest emotion shows the lowest per-

formance, 3.88% , followed by the calm emotion. The low perfor-

mance of both such emotions could suggest that the sets of rep-

resentative words for the affect states interest and calm are not

well defined and therefore, a more thorough analysis should be

carried out. The overall performance is 23.61% , with 35.08% pre-

cision, and 23.74% recall, which can be considered as quite satis-

fied as it is also in alignment with the human annotations who

had shown difficulties in clearly determine the dominant emotion

in the considered texts (based on the inter-rater agreement score,

Section 4 ). In addition to the inherent difficulties exist in automati-

cally recognizing a wider spectrum of emotions out of text sources,

further difficulties are posed from the lack of structured written

word, e.g., grammar and syntactic flaws due to informal and fast

writing, in social networks and especially in Twitter (i.e., limited

size of posted texts). 

7.2. Detecting emotions with the hybrid approach 

In this part of the analysis we experiment with the best per-

forming machine learning algorithms (based on the first experi-

mentation setup, Section 6.2 ) in conjunction with sentiment and/or

emotional features extracted with the lexicon-based approach. By
pplying the hybrid approach for detecting the wider spectrum of

motions we also test whether the hypothesis testing ( Section 5.4 ))

s applied in this case too, i.e., similar to the primary emotion de-

ection process. Table 7 shows the results emerged with a 10-fold

ross validation process in the whole Twitter dataset. From this ta-

le we observe that the best precision is achieved with the Lo-

istic Regression algorithm after the inclusion of both sentiment

nd emotional features in the machine learning process, while the

est recall value is obtained based on the J48 algorithm combined

ith the emotional features. The best overall performance, 34.50% ,

s obtained after the inclusion of only the emotional features in the

achine learning process and under an ensemble scheme. 

Overall, the performance of the wider spectrum of emotions is

alling behind by 7.9% compared to the first experimental setup
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Table 8 

Performance of the 12 emotional categories (EF + 

J48 + RF − MP). 

Prec. (%) Rec. (%) F 1 (%) 

Anger 40.90 39.70 40.30 

Disgust 33.30 12.10 17.80 

Fear 26.30 23.80 25.00 

Joy 46.80 55.90 51.00 

Sadness 36.80 33.80 35.30 

Surprise 48.90 18.30 26.70 

Enthusiasm 31.00 21.90 25.70 

Rejection 14.30 2.70 4.50 

Shame 0.00 0.00 0.00 

Anxiety 13.20 8.00 10.00 

Calm 6.30 1.20 2.00 

Interest 18.60 9.40 12.50 

Avg. 34.60 37.90 34.50 
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here only a set of primary emotions is considered (that is

2.40%). This can be justified by the fact that the lack of a suf-

cient number of texts for every emotion can result to less sat-

sfactory classifiers ( Provost, 20 0 0 ). More specifically, from Table 8

e observe that the best F 1-score is achieved with the anger and

oy emotions, which based on Fig. 2 are among the emotions with

he highest number of instances in the dataset, while the shame

motion, which has a quite limited number of instances, achieves

he lowest F 1-score. Concerning the fear and disgust emotions even

hough there is a limited number of instances within the dataset,

heir performance is much better and also quite similar to the

 1-score obtained with the lexicon-based approach. Such a result

onfirms that the existence of a well-defined set of representative

ords for each emotion can importantly affect the whole emotion

etection process. 

The difficulties of detecting a wider spectrum of emotions from

exts is not only reflected in the average F 1-score, but is also high-

ighted in the fair agreement between the annotators through the

rowdsourcing process. The tendency of achieving low values in

he F 1-score (e.g., in calm and shame emotions) is more inten-

ive in the case of the social emotions and those that characterize

eneral affective states. Apart from the previously presented rea-

ons (i.e., not well-defined set of representative words and low

umber of instances within the dataset), this tendency can also

e justified by the fact that social emotions are importantly de-

endent on social appraisals and concerns, i.e., they depend on

thers’ thoughts, feelings, or actions as instantiated, in contrast

o the primary emotions ( Hareli & Parkinson, 2008 ). So, to better

onvey the wider spectrum of emotions we should also consider

 user’s social network by analyzing the type of relations among

he involved members within a conversation, as well as the emo-

ions exhibited by all members with close relations, e.g., members

ith whom a user has recently communicated with. Finally, to im-

rove the overall performance of the machine learning process a

ore well-established ground truth dataset should be constructed

y further improving the crowdsourcing process. For instance, the

se of widely recognized crowdsourcing platforms (e.g., Crowd-

lower, 17 Amazon mechanical turk), 18 the selection of the highest

ated annotators (based on such platforms), or the further filtering

f the annotators (e.g., removal of annotators who completed too

uickly the annotation process), will help to build a more ‘correct’

round truth dataset. 
17 https://www.crowdflower.com/ . 
18 https://www.mturk.com/mturk/welcome . 
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. Case study: correlations between implicit and explicit 

motional states 

Previous study setups build upon datasets where independent

nnotators identified the underlying emotions. Since humans per-

eive emotions in a subjective manner mis-annotations are highly

ossible, so, here, we proceed with a case study in which we mon-

tor participants’ emotions both implicitly and explicitly. Our ob-

ective is to examine the existence of possible similarities or dif-

erences among participants explicit emotion declaration and the

motions as these are identified with an automatic emotional anal-

sis process. Next we briefly describe the input and output of the

ase study. 

Input. Twofold input: (i) participants’ texting conversations on

acebook, and (ii) the experienced emotions in such conversations

xplicitly declared by them. 

Output. The expected output is to investigate whether similar

atterns exist among implicit and explicit emotions declarations. 

.1. Participants and procedure 

The study had two parts. In the explicit emotion description part ,

articipants described their emotion experience while interacting

nline using the following emotional states: anger, anxiety, calm,

isgust, enthusiasm, fear, joy, interest, rejection, sadness, shame,

nd surprise, similar to the emotions analyzed in Section 7 . We de-

eloped a platform at which participants for every texting interac-

ion on Facebook they had to declare the time, the duration of such

nteraction, and the experienced emotion by selecting from the

redefined list of emotions. Interactions lasting less than 10 min

ere not recorded to avoid burdening participants and also to in-

rease likelihood of detecting emotional events. Participants were

nstructed to report the experienced emotions the quicker the pos-

ible after an interaction was conducted to avoid problems of try-

ng to recall an event. 

In the implicit emotion detection part , participants’ provided ac-

ess to their personal account on Facebook and so, we had ac-

ess to the inbox and chat messages. Such exchanged messages

ere then used to detect the experienced emotions for the same

ime period that the participants explicitly declared their emo-

ions. Overall, the available information at hand was: (i) the ex-

hanged message itself, (ii) publishing and exchanging date/time,

nd (iii) sender of the message. All messages were maintained into

 database in an encrypted form following standard privacy prac-

ices. Participants read a page of debriefing the whole process and

hey informed about the privacy policy concerning their private

ata management. 

The recruitment of the participants was based on two differ-

nt pathways. The first one included students from the Aristotle

niversity of Thessaloniki (computer science department) and the

niversity of Crete (department of psychology), where both are es-

ablished in Greece. Additionally, we advertised the study to the

ebpage of our research group in the Aristotle University to reach

eople of different ages and educational backgrounds. In total 36

ersons participated in both the implicit and explicit parts of the

ase study ranging from 19 to 35 years old. Five of them were ex-

luded from the analysis as they had limited interactions. So, the

nal sample consisted of 31 persons in total, where 24 of them

ere females and 7 males. The experiment lasted 10 days in or-

er to conclude to a sufficient number of data, either concerning

he explicit emotion declarations or participants’ texting activity

n Facebook, and to also ensure participants’ active participation

uring the entire study. 

https://www.crowdflower.com/
https://www.mturk.com/mturk/welcome
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Fig. 7. Transliteration process. 

Table 9 

Indicative examples of Latin to 

Greek conversion. 

Latin letter Greek letter 

e ε, αι

i ι, η, ν , ει, o ι

h η, χ

o o, ω 

x χ , ξ

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

Fig. 8. Graphical representation of emotions during the 10-days study. 
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8.2. Overcoming language barriers 

Participants’ native language was Greek, so two main stages of

data processing took place before the beginning of the research,

i.e., transliteration and translation . 

8.2.1. Transliteration process 

Transliteration is the conversion of the Greeklish text to the

Greek language, i.e., the practice of transforming a written text

from one writing system to another considering all the rules that

are related to such a procedure. Two main rules are the vocal and

the spelling . For instance, considering the vocal rules the Latin let-

ter “o” can be used for representing the Greek letters “o, ω”. With

the above example we observe that the letter conversion does not

build upon the correct spelling as the only constrain is to sound the

same . In the spelling case, which requires the spelling to be cor-

rect, the Greek letter “ω” will be solely represented by the Latin

letter “w” and not with the Latin letter “o ” as previously indicated.

Table 9 shows some representative examples of spelling and vocal

letter conversions. 

To transform all the Greeklish texts to the corresponding Greek

ones, we developed an automatic transliteration system ( Fig. 7 ). 

In the transliteration process we consider: (i) all the possible

conversions of each single letter, and (ii) the existing diphthongs,

i.e., the combination of two vowels which sound as one and the

second vowel is always ‘ ι’ or ‘ ν ’. E.g., indicative diphthongs are

the ‘ ει’, ‘ o ι’, and ‘ o ν ’. After converting a Greeklish word with all

possible ways (e.g., the possible conversions of the word ‘paizo’

are the words: ‘ παιζo ’, ‘ παιζω’), then we should select the right

one, i.e., the one that is spelling correctly (in our example is the

word ‘ παíζω’). To proceed with the right selection we rely on the

Wikipedia Greek database, which consists from a large number of

Greek words. 19 

8.2.2. Translating process 

After the transliteration process, we translate the Greek texts

to English by using the Google Translate API which gives reliable

results on sentiment analysis ( Balahur & Turchi, 2014 ). 
19 https://dumps.wikimedia.org/ . 

 

t  

o  
.3. Understanding of tendency via analyzing Facebook conversations 

Next, we proceed with the detection of participants’ emotions

n the 10-day study. We build upon a lexicon-based approach due

o its slight superiority on the study conducted in Section 7 . 

In total 10,539 messages were exchanged during the study.

ig. 8 presents the evolution of the three types of emotions: pri-

ary emotions ( Fig. 8 (a)), social ones, and those that characterize

eneral affective states ( Fig. 8 (b)). The dominant emotion is joy , fol-

owed by the emotion of sadness . Social emotions and those that

haracterize general affective states are relatively rare with the

ost popular to be the anxiety emotion. Finally, Fig. 9 shows that a

arge portion of the exchanged messages has no emotion, which is

xpected as users on Facebook often discuss about details of daily

ife without necessarily expressing any emotion or about abstract

oncepts, e.g., politics ( Wang, Burke, & Kraut, 2013 ). 

.4. Comparing implicit and explicit emotions 

To be able to compare participants implicit and explicit emo-

ions we proceed with a 6h window , where a chat is active

nly for 6h after the exchange of the first message. So, then we

https://dumps.wikimedia.org/
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Fig. 9. Distribution of neutral state during the 10-days study. 

Fig. 10. Distributions of explicit and implicit emotions declarations. 
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ompare the emotions detected (i.e., with the lexicon-based ap-

roach) during such 6h windows with the explicit participants

motion declarations for the same time period. 

Fig. 10 overviews the emotions distribution based on both the

articipants’ emotions declarations and the emotions obtained im-

licitly via the lexicon-based process. We observe that mostly

ore positive emotions are expressed from participants, while

ome especially negative emotions, e.g., disgust, fear , and rejection ,

re totally absent from both implicit and explicit emotion declara-

ions. Overall, in both implicit and explicit emotions statements the

redominant emotion is joy covering at about half of the cases, fol-

owed by the calm emotion. The higher presence of positive emo-

ions can be justified by the fact that people in OSNs often try to

reserve their ‘face’ in the online space, i.e., to create positive im-

ressions about themselves in their social network ( Chou & Edge,

012 ). The overall accuracy, namely the proportion of true results

mong the total number of cases examined, is 47.50% . From the

2.50% of the mis-classified cases almost the 38% of them is due

o the incapability of the lexicon-based approach to correctly rec-

gnize the calm emotion, which is also in alignment with the re-

ults presented in Section 7 . Overall, the analysis on both Twitter

 Section 7 ) and Facebook ( Section 8 ) social networks demonstrates

he challenges involved in detecting human emotions in texts. Such

ifficulties are potentially due to the need to further consider the

motional state of both the author of a text and his surrounding

nvironment during such an analysis, or the lack of considering ad-

itional aspects, such as the sarcasm. 

. Conclusions 

This work addresses the problem of detecting a wide spec-

rum of emotions from online text sources. Current research ef-

orts mainly focus on detecting specific primary emotions without

onsidering the social ones or those that characterize general af-

ective states. Motivated by such lack of a wider emotional spec-

rum analysis, we proceeded with an approach which permits the

etection of 12 emotions, i.e., Ekman’s six primary emotions, three

ocial ones, and three emotions that characterize general affective
tates. We built upon widely used emotional analysis approaches,

.e., lexicon-based and machine learning, either individually or un-

er a hybrid scheme, and we exploited various features that con-

ider both emotional and semantic information to better detect the

motions under consideration. The studies conducted on different

ext sources which span from news headlines to OSN sources, i.e.,

witter and Facebook, to ensure that our methods are valid for on-

ine texts with different structural attributes. This work also con-

iders the up to now lack of the explicit human emotion declara-

ion and validation in such studies and it deals with the challeng-

ng tasks for detecting people’s emotions on the ‘wild’. For this

oal, a further case study was implemented at which we moni-

ored explicit and implicit human emotional experiences on Face-

ook to examine whether there are any similarities among explicit

eclarations and the results obtained with an automatic emotional

nalysis process, showing quite promising results. 

The conducted analysis highlighted the difficulties that exist in

etecting a wider spectrum of emotions from texts. So, follow-up

esearch work is foreseen in exploiting more semantic aware fea-

ures in an effort to capture more complex emotional attributes.

lso, social-related aspects, e.g., users’ personality, group-related

r cultural factors, will be considered to better perceive the ex-

ressed social emotions and those that characterize general affec-

ive states. Additionally, we intend to conduct a wider case study

i.e., larger sample) which will be more suitable for providing valu-

ble knowledge about specific aspects that characterize each one

f the primary, social, or those that characterize general affective

tates emotions. Finally, a more well-defined crowdsourcing pro-

ess will be performed by using well established crowdsourcing

latforms and also considering the annotators’ credibility. 
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